
 

 

 

  

Abstract— In this paper, we propose a fast algorithm for 

gesture recognition based on the saliency maps of visual 

attention. A tuned saliency-based model of visual attention is 

used to find potential hand regions in video frames. To obtain 

the overall movement of the hand, saliency maps of the 

differences of consecutive video frames are overlaid. An 

improved Characteristic Loci feature extraction method is 

introduced and used to code obtained hand movement. 

Finally, the extracted feature vector is used for training SVMs 

to classify the gestures. The proposed method along a hand-

eye coordination model is used to play a robotic marionette 

and an approval/rejection phase is used to interactively 

correct the robotic marionette’s behavior. 

I. INTRODUCTION 

UMAN ROBOT INTERACTION (HRI) considers the 

interactions between people and robots. The HRI 

problem can be considered from several points of view 

such as verbal communication [1], remote operation [2], 

and programming by demonstrations [3]. One of the main 

aspects of HRI is the channel of interaction which can take 

place through different means like voice commands, facial 

expressions, or hand gestures. Hand gestures are common 

and practical tools to convey information to a robot. 

Different methods for hand gesture recognition has been 

implemented and used in HRI [4].   

 Gesture recognition techniques should be fast in order to 

be suitable to be used in HRI applications. So it would be 

beneficial to use fast image processing techniques like 

visual attention. Visual attention processes image regions in 

parallel and selects some spatial regions for further serial 

processing. It is inspired from human visual behavior and 

has proved to be useful in applications like scene 

interpretation, object recognition, visual robot navigation 

and localization. In this work saliency maps of visual 

attention are utilized for fast  recognition of hand gestures. 
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The proposed gesture recognition method takes 

advantage of the saliency map of visual attention and 

extracts the important parts of differences of consecutive 

video frames, which are potential hand regions. Then, these 

regions in video frames are overlaid to obtain the overall 

hand movement.  

An appropriate feature extraction method is needed to 

recognize a gesture. Since we are going to develop a fast 

method for gesture recognition, the feature extraction 

method itself has to be computationally efficient. For this, 

we implemented an improved version of the ‘Characteristic 

Loci’ feature for coding the obtained hand movement. 

Extracted features from a gesture dataset are then used to 

train Support Vector Machines (SVM). Trained SVMs are 

later used to recognize the concepts of shown gestures. 

We used the proposed hand gesture recognition method 

in an interactive robotic marionette playing task. A user 

performs a gesture in front of a camera and then the 

concept of the performed gesture is recognized. If the 

recognized gesture is new for the robotic marionette, a 

prototype for the performed gesture is developed using a 

hand-eye coordination model. Otherwise, the previously 

learnt prototype is performed. Also an approval/rejection 

phase is implemented to help the robotic marionette learn 

the correct prototype. 

The rest of this paper is organized as follows: related 

works are reviewed in section II. Section III gives an 

overview on the saliency-based model of visual attention. 

The hand gesture recognition method is explained in 

section IV. The process of implementation of the proposed 

hand gesture recognition on the robotic marionette and the 

hand-eye coordination model deployed are described in 

section V. Finally, the paper is concluded in section VI and 

the future works are discussed. 

II. PREVIOUS WORKS 

A hand gesture recognition and interaction system has 

two phases of detecting hands and recognition of performed 

actions or hand gestures. In this section we will review the 

previous works done in the field of hand detection and 

gesture recognition. 

A. Hand Detection 

Many different approaches for hand detection using 

different kinds of visual cues have been proposed. A 

straightforward approach is to look for skin-colored regions 

in the image [5-7]. Skin color classification is difficult to 

Fast Hand Gesture Recognition based on Saliency Maps:  

An Application to Interactive Robotic Marionette Playing 

M. Ajallooeian, A. Borji, B. N. Araabi , M. Nili Ahmadabadi, H. Moradi 

H

The 18th IEEE International Symposium on
Robot and Human Interactive Communication
Toyama, Japan, Sept. 27-Oct. 2, 2009

ThA1.4

978-1-4244-5081-7/09/$26.00 ©2009 IEEE 841



 

 

 

handle because color is directly influenced by the lighting 

conditions of the scene and is also dependent on the image 

acquisition hardware. Thus, a color model that works fine 

for a given scenario may fail when conditions change. In 

[8], it is shown that separating the color value from its 

brightness, helps to overcome some of these problems but it 

does not solve the general problem. 

Some works [9], [10], have incorporated model 

adaptation techniques for hand detection where model 

parameters are tuned automatically to the current lighting 

conditions. To this purpose, some kind of knowledge of the 

scene or the current lighting must be inferred from the 

images.  

Other studies use structural information of an object like 

shape, boundaries or general appearance for its detection. 

Well-known examples are the appearance-based object 

detector of Viola and Jones [11] or Cootes’ and Taylor’s 

active appearance models [12].  

Since it is important for an HRI system to percept and act 

in real time, fast detection has higher weigh than detection 

accuracy. Optimum case is both fast and high detection 

rate. While above methods are tuned for hand detection like 

object detection methods in computer vision literature, here 

we employ visual attention for fast detection of hand 

regions. This makes our approach to sound biologically 

inspired since attention is a key feature in human-robot 

interaction. 

B. Gesture Recognition 

View-independence and user-independence are two 

fundamental requirements for hand posture recognition 

during natural human-robot interaction. In [13], a method is 

proposed based on Zernike moments and hierarchical 

classification to handle these simultaneously. 

In [14], a glove-based approach is proposed for mobile 

robot control with hand gestures. Their system is capable of 

spotting and recognition of six hand gestures using Hidden 

Markov Models (HMM).   

In [15], a gesture interface is developed for a mobile 

robot equipped with a manipulator. The interface uses a 

camera to track a person and recognize gestures involving 

hand motion. A fast, adaptive tracking algorithm enables 

the robot to track and follow a person reliably through the 

environments with changing lighting conditions. Results 

are reported in the context of an interactive clean-up task, 

where a person guides the robot to specific locations that 

need to be cleaned and instructs the robot to pick up trash. 

III. SALIENCY-BASED MODEL OF VISUAL ATTENTION 

Visual Attention is the process of selecting and gating a 

subset of image regions based on their bottom-up saliency 

and on the prior knowledge about the scene (top-down) 

[16], [17]. In brain, bottom-up visual attention is solely 

determined by basic physical characteristics of visual scene, 

like luminance contrast, color contrast, orientation and 

motion. On the other hand, top-down visual attention is 

influenced by the task demands, emotions, expectations, 

etc, which mainly come from higher cognitive brain areas 

like prefrontal cortex, LIP, etc [18].  

Saliency-based model of visual attention is a biologically 

inspired bottom-up model proposed by Itti et al [19], [20] 

that is an extension and implementation of a previous 

model by Koch & Ullman [21]. In this model, the input 

image I is alternatively filtered and sub-sampled to form a 

Gaussian pyramid [22]. Each pyramid level is decomposed 

into channels for red(�), green(�), blue(�), yellow(�), 

intensity(�), and local orientation(�	). If r, g, and b are the 

red, green, and blue values of the color image, normalized 

by the image intensity I, then: 
 

� = � − (
 + �)/2), � = 
 − (� + �)/2,  

� = � − (� + 
)/2, � = � + 
 − 2(|� − 
| + �)            (1)                             
 

Local orientations (�	) are obtained by applying 

steerable filters to the images in the intensity pyramid I 

[23]. From these channels, center-surround ‘‘feature maps’’ 

are constructed and normalized: 
 

ℱ�,�,� = �(|ℳ�(�) ⊝ ℳ�(�)|), � = ���  (2) 
ℱ ,�,� = �(|ℳ (�) ⊝ ℳ (�)|), ! = ���, ��                   
ℱ",�,� = �(|ℳ"(�) ⊝ ℳ"(�)|), � = �0∘, 45∘, 90∘, 135∘�  
 

Here, ⊝ denotes the across-scale difference between two 

maps at the center (c) and the surround (s) levels of the 

respective feature pyramids.  �, ! and � are intensity, color 

and orientation features respectively. � is an iterative, 

nonlinear normalization operator [24]. The feature maps are 

summed over the center-surround combinations using 

across-scale addition, and the sums are normalized again. 
 

ℱ* =  �+∑ ∑ ℱ*,�,��-.�/�-0.�/0 1, 2 3 ��, !, ��                         (3) 
 

For the general features color and orientation, 

contributions of the feature dimensions are linearly 

summed and normalized once more to yield “conspicuity” 

maps.  
 

!� =  ℱ� , ! = �(∑ ℱ**4 ), !" = �(∑ ℱ**4" )                   (4) 
 

Finally, all conspicuity maps are combined into one 

saliency map: 
 

5 = 6
7  ∑ !884��, ,"�                                                              (5) 

 

Maximums of the final saliency map are the focuses of 

attention. In the unbiased condition, saliency model of 

visual attention selects regions of the image which are 

different from their surroundings. An advantage of this 

model is that it could be tuned to select specific objects like 

hands, faces, etc by weighting feature channels. Fig. 1 

shows the operation of the above model over a natural 

image for the purpose of hand detection. In the next section, 

we will show how we used this model for fast detection of 

hands in video frames. Saliency model detects some false 

positive hand regions; therefore hand motion information 

helps to discard these regions. It is important that the time 

complexity of the saliency-based model of visual attention 

presented in [19] is of �(90) (derived from [19]). 

842



 

 

IV. FAST GESTURE RECOGNITION

A Scenario of the problem we aim to solve is as follows:

1) User moves his/her hand and draws a conceptual sign 

(gesture) in front of the camera; 

2) Hand movement path is then extracted from the video 

taken; 

3) Discriminant features for classification

obtained path are derived; 

4) Finally, conceptual meaning of user’s 

determined by classifying the feature vector

 

Our proposed method for this task consists of three 

phases (1) hand movement extraction (

from hand movement path and (3) classification. In the 

following subsections we explain these phases in detail. 

Fig. 2 shows the overall process 

recognition. 

A. Hand Movement Extraction 

Fig. 3 shows the process of hand movement extraction. 

The input is a video containing an action. A series of image 

processing and saliency operations are performed over 

video frames in order to extract the movement. 

processes involved are described in the following 

subsections.  

Movement Map: This map illustrates 

between two successive frames. For this purpose first, two 

video frames (F1 and F2) are transformed to gray level 

images and then a softXOR operation

considering a threshold for activation value, is applied to 

them: 
 

:�;<=:;<>9?:@ = A6 B A0                                                   
C>=DCD9;?:@ =  :�;<=:;<>9?:@ E
 

where activationMap determines the moving regions 

between frames. The movementMap

element wise product (E) of the activation map and current 

frame. Also softXOR operator is defined in equation 7.
 

F @<GD2 @:  
A6 B A0(@) = I1, <J |A6(<, K) − A0(<, K)

0, >;LD�M<�D        
 

Fig. 1. Using bottom-up model of visual attention for hand detection. 

Upper left: resulted saliency map, Lower left: winner take all network 

output. Right: output hand areas. 

 

ECOGNITION 

A Scenario of the problem we aim to solve is as follows: 

User moves his/her hand and draws a conceptual sign 

n extracted from the video 

for classification from the 

Finally, conceptual meaning of user’s gesture is 

determined by classifying the feature vector. 

Our proposed method for this task consists of three 

(2) feature extraction 

3) classification. In the 

following subsections we explain these phases in detail. 

shows the overall process of hand gesture 

movement extraction. 

containing an action. A series of image 

processing and saliency operations are performed over 

the movement. The 

processes involved are described in the following 

This map illustrates changing regions 

between two successive frames. For this purpose first, two 

are transformed to gray level 

a softXOR operation (B), XOR 

tion value, is applied to 

                                                   (6) 
E A0  

determines the moving regions 

movementMap is calculated by 

) of the activation map and current 

operator is defined in equation 7. 

| N  O 
   P                (7) 

In above formula, O is the threshold value.

points must be noted when using th

threshold value should be small enough in

true-negative errors and preserve hand regions in the 

frames. Second, for the first frames when the movement is 

not actually started and the last frames when movement is 

already finished, this block could be inhibited.

Saliency Map: The bottom-up attention model discussed in 

section II is used for hand detection. In

have tuned the saliency model for the purpose of human 

skin detection using a huge train 

have used HSV color system for weighting feature channels 

of the model. In this study, we used the same parameter 

values for extracting skin regions in 

Fig. 2.  Overall process of gesture recognition. System is 

database of action videos (red dashed arrows). Solid black arrows 

determine the recall process. 

Fig. 3. Hand movement extraction. Video frames are averaged and the 

saliency map of the average frame is calculated. In parallel, for 

successive frames, movements between frames are estimated and their 

saliency maps are computed. Difference between these saliency

the average saliency map gives potential hand areas in the frames. These 

areas are then altered by morphological operations to show the regions of 

interest. Finally, summation of these small regions leads to the overall 

hand movement path. 
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is the threshold value. Following 

points must be noted when using this block. First, the 

threshold value should be small enough in order to reduce 

negative errors and preserve hand regions in the 

or the first frames when the movement is 

not actually started and the last frames when movement is 

already finished, this block could be inhibited. 

up attention model discussed in 

is used for hand detection. In [25], the authors 

have tuned the saliency model for the purpose of human 

skin detection using a huge train set of human skins. They 

have used HSV color system for weighting feature channels 

of the model. In this study, we used the same parameter 

values for extracting skin regions in video frames.  

Fig. 2.  Overall process of gesture recognition. System is trained over a 

database of action videos (red dashed arrows). Solid black arrows 

Hand movement extraction. Video frames are averaged and the 

saliency map of the average frame is calculated. In parallel, for 

successive frames, movements between frames are estimated and their 

saliency maps are computed. Difference between these saliency maps and 

the average saliency map gives potential hand areas in the frames. These 

areas are then altered by morphological operations to show the regions of 

interest. Finally, summation of these small regions leads to the overall 
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The Overall Process: Following pseduocode summarizes 

the process of hand movement detection. The time 

complexity of the overall process is also analyzed, with  L 

as the total number of the video frames, and assuming that 

each video frame is an n×n image. 

1- Calculate the average frame of the action movie, 

�(Q × 90) 

2- Generate the saliency map for the average frame called 

average saliency map, �(90) 

3- For each movie frame (total complexity: �(Q × 90)) 

3-1 Calculate the movement map of this frame against 

its previous frame, �(90) 

3-2 Generate the saliency map for movement map, 

�(90) 

3-3 Subtract the average saliency map from 3-2 result 

and set the negative values to zero , �(90) 

3-4 Iteratively shrink the saliency map until it remains 

unchanged, �(90) (shrink morphological 

operation is of �(90), derived from [26], and it is 

repeated for a couple of times, k, that is a constant) 

3-5 Dilate the saliency map with a square structure 

element of width 3 or 4, �(90) (dilate 

morphological operation is of �(90)) 

4- overlay the outputs of step 3 for all frames, �(90) 

5- Set the positive and negative values of step 4 output to 

one and zero respectively, �(90) 

6- Calculate connected components of the generated 

binary image, �(90) (derived from [26]) 

7- Output the largest connected component 

* Total time complexity: �(Q × 90) 

 

Investigating the above algorithm we could come to the 

following considerations. Because throughout the video, 

hand moves a lot more than other components like face, 

body, etc, using the average saliency map is effective. 

Average saliency map contains all body components except 

the hand palm that have moved constantly. Therefore by 

subtracting it from frames, saliency maps increase the 

saliency probability of the hand in the frames. In order to 

represent a salient region with a point, we used shrink 

morphological operation. This filter transforms a 

continuous region into a single point, and a region with a 

hole inside it into a narrow ring around the hole. 

To find the overall hand movement, we used the union of 

all the shrunk regions. An alternative method for this 

purpose might be to detect the location of hand in each 

frame and track these locations. Using tracked locations, 

hand movement pattern could be detected. However, this 

method leads to some difficulties. First, detection of hand 

in each frame is inaccurate which causes the overall path to 

be very spiky. Even if it would be possible to detect hand 

with high accuracy, much computation is needed. 

Furthermore, in frames where hand has fast movements, 

instead of hand structure we have big faded color patches. 

This makes some problems for methods that use the hand 

structure for detection purpose. Fortunately, saliency model 

bypasses this problem by a low order complexity operation 

(�(Q × 90)) that only processes hand color information. 

B. Improved Characteristic Loci 

After the hand movements are extracted from the action 

videos, the resultant movement paths should be recognized. 

Investigating the hand movements of different persons in 

different trials, we noticed that hand movement paths are 

just similar in overall structural pattern and are different in 

details and also have different scales. Therefore in order to 

recognize the paths, invariant features to both scaling and 

distortion are needed. 

There are many feature extraction techniques which code 

the structure of the shapes [26]. As these methods are based 

on the structural features like identifying holes or corners, 

they are sensitive to structural noises. They are also 

expensive in terms of computational complexity. To 

remedy these problems we used a feature extraction 

technique based on a statistical-structural feature called 

Characteristic Loci [27]. The original Characteristic Loci 

feature extraction method is enhanced in this study in terms 

of computational complexity.  

Loci Characteristic features are useful when dealing with 

binary images. A well known application of this feature is 

optical character recognition (OCR) [28]. This feature is 

calculated based on the position of the foreground points 

against each other. For each background pixel, we move in 

different directions and count the number of hits 

(intersections) with the foreground continuous blocks. For 

all successive foreground pixels, it is only counted once. In 

practice, a maximum value (max) is assumed for each 

direction and hit values above are rounded to max. 

Therefore for each pixel in each direction a value between 0 

and max is derived. Four (up, down, left, right) or eight (up, 

up right, right ….left, up left) directions are usually 

considered. Moving in four directions, a number like this 

could be derived for a background pixel in base max+1:  
 

(:��S)TUV-6                                                                               (8) 
 

where a is the hit value for the first direction, b for the next 

one and so on. An example of feature extraction using loci 

feature for character ‘8’ is illustrated in Fig. 4. 

After the values of the background pixels are computed, 

histogram of these values is calculated. It shows in how 

many background points a certain value has occurred. In 

 
Fig 4. Characteristic Loci feature extraction for character ‘8’. Directions 

are up, right, down, left respectively and max is equal to 2. Characteristic 

Loci feature is not computed for foreground pixels. 
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above example, all points in the upper hole of ‘8’ have the 

same (1121)3 value. If we set max value to 1, a value of 

(1111)2 is calculated. Finally, histogram values are divided 

by the number of background (white) pixels to become 

invariant to scaling. 

Traditional method for Characteristic Loci feature 

extraction has a complexity of order O(n
3
), where n is the 

width of an image, assuming a squared image. Using this 

method for binary images is to some extent satisfactory. 

However to make our method faster, we have devised a 

new method for calculation of Characteristic Loci features 

based on dynamic programming. This new method has the 

O(n
2
) order of complexity. 

The traditional algorithm for extraction of Characteristic 

Loci features for an image is as follows: 

for each foreground pixel p 

for each direction d 

Trace all the pixels in direction d and count number 

of intersections with the image foreground blocks. 

end for 

end for 

In above algorithm, a foreground block is a consecutive 

sequence of foreground pixels bounded by background 

pixels. Analyzing the above pseudo code, it is obvious that 

for each image pixel p, n-1 pixels in each direction and its 

opposite direction must be evaluated. For an n×n image 

above algorithm takes 
6
0 (90 − J)(9 − 1)W operations, 

where k is the number of directions and f is the number of 

foreground pixels. Therefore, it is of the computational 

complexity order of O(n
3
).  

It can be seen that for each pixel p in direction d, it is not 

necessary to trace remaining n-1 pixels in direction d and 

its opposite direction. It’s due to the fact that value of the 

pixel p is a function of its own value and value of the next 

pixel in that direction. So to calculate value of the pixel p, it 

is just enough to move in the opposite direction and use the 

dynamic programming to calculate of this pixel value. 

According to the above discussion our modified algorithm 

is as follows: 

for each direction d 

for each row r 

for each pixel p in row r 

If the previous pixel q in direction orthogonal to 

direction d, was a foreground pixel and pixel p is 

background, then set the value of pixel p equal to 

the value of pixel q plus one. Otherwise set the 

value of pixel p as the value of pixel q. 

end for 

end for 

end for 

In the above algorithm, each pixel is visited once, so it 

takes 90W operations and thus algorithm is of order of 

O(n
2
). Such enhancement reduces the execution time of the 

feature extraction unit significantly especially for large 

images. For instance, for a 100×100 squared image and k=4 

and w=3,000, original algorithm takes 1,386,000 key 

operations where for our improved algorithm, the number 

of key operations are 40,000 which leads to a 34.6 times 

faster computation time. 

C. Classification 

For each sign class an SVM classifier is constructed. To 

train each single SVM, samples in the corresponding sign 

class are labeled ‘1’ and all data from other classes are 

labeled ‘0’. We experimented with linear kernel SVM 

classifier. To classify a test sample, it is fed to all trained 

SVMs and the one with the highest confidence determines 

the output class. Confidence of each SVM for an input is 

the distance of the sample from the discriminant line of the 

SVM into the acceptance area. 

V. EXPERIMENTS 

A. Hand Gesture Recognition 

Four people were asked to draw seven signs by moving 

their hands in the air. Signs include heart, rectangle, 

infinity, circle, tick, arc and the eight. Each person repeated 

every sign for about three to five times. Recording was in 

the Mobile Robot Lab at the University of Tehran and the 

subjects were M.Sc. and PhD students. The starting and 

ending points of gestures in the recorded videos are 

determined manually. To keep the environment as natural 

as possible, we did not use any artificial backgrounds or 

other simplifications. Subjects had to keep their moving 

hand in the view field of the camera. No one was allowed 

to be or move in the background except subject himself. 

Samples of the extracted hand movements are illustrated in 

Fig. 5. Some video frames of the movement for the infinity 

sign of a subject and the overall process are shown in     

Fig. 6. 

Table 1 shows the classification results using loci features 

over test dataset. Results for each row are averaged over 10 

different training sessions. 

 

 
Fig. 5. Sample extracted movement paths by the method. Each column is 

for one subject. 
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B. Interactive Robotic Marionette Pl

The Robotic Marionette. The proposed hand gesture 

recognition technique is used to play a robotic marionette. 

The robotic marionette used is named Hootan. Hootan is a 

10-DoF robotic marionette controlled by 8 servo motors 

that pull the attached strings (Fig. 7

marionette playing is as follows: 

1. A user performs one of the defined gestures in front of 

the camera; 

2. The gesture is recognized; 

3. If the gesture is new for Hootan, then the extracted 

hand movement is used to train Hootan to build a 

prototype for that gesture. Otherwise

prototype for the shown gesture is performed.

In some HRI applications where the used robot structure 

is complex, the relation between what is done and what is 

seen is unknown (the inverse kinematics of the robot is 

unidentified). As mentioned in step 3 of the followed 

scenario, Hootan tries to build a prototype for the gesture 

shown. This means that the desired motor trajectory is 

needed to be identified for the corresponding gesture. 

this reason, a hand-eye coordination mode

discover the appropriate action that generates

gesture.  

Hand-eye coordination. The hand-eye coordination model 

usde is presented in [30]. This hand-eye coordination model 

is applied to identify the appropriate action that leads to the 

desired visual outcome for an imitator robot. 

the hand-eye coordination model is to shake the imitator 

body to reach temporary goals set on the desired visual 

trajectory. The temporary goals are continually updated in 

order to reach and sweep the desired trajectory in the visual 

space (Fig 8). The gathered data during this process is used 

to train a nonlinear function approximation tool to learn the 

inverse kinematics of the imitator on the desired trajectory. 

Fig. 6. The overall process. (a) user action; (b) extracted hand movement; 

(c) feature vector 

(a) (b)

TABLE I 

GESTURE RECOGNITION RESULTS

Direction Vector 
max 

counting 

Correct Classification Rate% 

[1 0 1 0 1 0 1 0] 1 

[0 1 0 1 0 1 0 1] 1 

[1 1 1 1 1 1 1 1] 1 

[1 0 1 0 1 0 1 0] 2 

[0 1 0 1 0 1 0 1] 2 

Direction vector is the vectors used in the Characteristic Loci feature. 

The directions are up, up-right, right, down-right, down, down

and up-left respectively. A ‘1’ for each of these directions means that the 

corresponding direction is used.  

 

laying 

The proposed hand gesture 

recognition technique is used to play a robotic marionette. 

The robotic marionette used is named Hootan. Hootan is a 

DoF robotic marionette controlled by 8 servo motors 

7). The scenario for 

A user performs one of the defined gestures in front of 

If the gesture is new for Hootan, then the extracted 

hand movement is used to train Hootan to build a 

Otherwise, the learnt 

prototype for the shown gesture is performed. 

where the used robot structure 

is complex, the relation between what is done and what is 

(the inverse kinematics of the robot is 

. As mentioned in step 3 of the followed 

scenario, Hootan tries to build a prototype for the gesture 

shown. This means that the desired motor trajectory is 

needed to be identified for the corresponding gesture. For 

eye coordination model is used to 

action that generates the desired 

eye coordination model 

eye coordination model 

to identify the appropriate action that leads to the 

desired visual outcome for an imitator robot. The idea of 

ordination model is to shake the imitator 

body to reach temporary goals set on the desired visual 

trajectory. The temporary goals are continually updated in 

order to reach and sweep the desired trajectory in the visual 

ng this process is used 

to train a nonlinear function approximation tool to learn the 

inverse kinematics of the imitator on the desired trajectory. 

This hand-eye coordination model is used for Hootan to 

identify the desired motor action that leads to the 

corresponding gesture. 

Interactive Playing. An interactive playing scheme is used 

to play Hootan. When a gesture is performed for Hootan, 

there might be two different responses: the gesture is 

new or not. When the shown gesture is new, the motor 

action that leads to that gesture is learnt through hand

coordination model discussed. Since no time series is 

defined for the movement 

performances, the learnt motor action could be executed in 

a number of different cases. An app

is used to select the desired execution. The tick and wave 

actions are used as the approval and rejection signs 

respectively. So the total process of interactive playing is as 

follows (see Fig. 9 for an example

1. User- perform a gesture. 

2. Hootan- recognize the gesture

3. Hootan- If the observed 

perform the learnt prototype

identify the appropriate action using the hand

coordination model; 

4. Hootan- perform a sequence for the learnt action;

5. User- If performed sequence is the desired one, 

perform the tick gesture, 

gesture; 

6. Hootan- recognize the user

7. Hootan- if it is an approval sign, save the performed 

action as the correct prototype for the observed gesture, 

else goto 3. 

VI. CONCLUSION

In this paper we presented a fast gesture recognition 

method. The proposed method is 

based model of visual attentio

method is a video stream that 

movement map is calculated from successive frames. 

Applying the tuned saliency map for hand detection will 

lead to potential hand regions. These potential hand regions 

are then overlapped to obtain the overall hand movement. 

An improved version of Characteristic Loci feature is 

presented to code the hand movement. Finally

feature is fed to SVM classifiers to recognize the shown 

gesture. The proposed method is 

robotic marionette playing task.

 
The overall process. (a) user action; (b) extracted hand movement; 

(c)

ESULTS 

Correct Classification Rate% 

(CCR) 

77.1 

85.7 

91.4 

88.5 

91.4 

Direction vector is the vectors used in the Characteristic Loci feature. 

right, down, down-left, left 

left respectively. A ‘1’ for each of these directions means that the 

 

Fig. 7. Robotic marionette Hootan. Hootan is a 10

that is controlled via 8 servo motors; two for each arm and two for each 

foot. 

 

 

eye coordination model is used for Hootan to 

identify the desired motor action that leads to the 

An interactive playing scheme is used 

to play Hootan. When a gesture is performed for Hootan, 

be two different responses: the gesture is either 

. When the shown gesture is new, the motor 

ion that leads to that gesture is learnt through hand-eye 

coordination model discussed. Since no time series is 

defined for the movement path extracted from user 

performances, the learnt motor action could be executed in 

. An approval/rejection process 

is used to select the desired execution. The tick and wave 

actions are used as the approval and rejection signs 

respectively. So the total process of interactive playing is as 

example): 

 

recognize the gesture; 

observed gesture isn’t a new one, 

e learnt prototype, but if the gesture is new, 

the appropriate action using the hand-eye 

sequence for the learnt action; 

If performed sequence is the desired one, 

the tick gesture, else perform the wave 

he user’s hand gesture; 

approval sign, save the performed 

action as the correct prototype for the observed gesture, 

ONCLUSION 

In this paper we presented a fast gesture recognition 

method. The proposed method is built upon the saliency-

based model of visual attention. The input to the proposed 

that contains a gesture. Then the 

movement map is calculated from successive frames. 

Applying the tuned saliency map for hand detection will 

lead to potential hand regions. These potential hand regions 

are then overlapped to obtain the overall hand movement. 

An improved version of Characteristic Loci feature is 

presented to code the hand movement. Finally, extracted 

feature is fed to SVM classifiers to recognize the shown 

gesture. The proposed method is used in an interactive 

robotic marionette playing task. 

 
 

Fig. 7. Robotic marionette Hootan. Hootan is a 10-DoF marionette robot 

that is controlled via 8 servo motors; two for each arm and two for each 
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A similar work is done in [29] where a mentor draws a 

sign and the performed action is stored by motion capture 

device. Then the imitator tries to recognize and reproduce 

the action. Comparing the results with a similar study [29], 

following points could be realized: 1) In [29] authors have 

used five gesture classes while in this study seven classes 

are used. Also we recognized the movements of four people 

while they only worked with one subject. 2) Capturing the 

hand movements by a camera is handy and less expensive 

compared with the special motion captured setup in [29].  

3) Both methods have near the same action recognition 

rates about 92%. Therefore, this system could be extended 

to be used in real world situations when a user is to interact 

with a robot to transfer him some concepts, commands, etc. 
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Fig. 9. An example of the interactive playing. User performs a gesture 

and the gesture is recognized. Then a hand-eye coordination model finds 

the actions that lead to the observed gesture. A sequence is executed to 

perform the desired gesture, but it is rejected. Finally another sequence is 

performed and the outcome is accepted. (Hootan’s performances are 

smoothed so the differences could be seen) 

 

 
Fig. 8. Hand-eye coordination process. Starting from an initial point, the 

joints are randomly shaken to reach temporary goals. Temporary goals 

are set to reach and sweep the desired path.  
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