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Salient Object Detection: A Benchmark
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: . : . Fig. 5. PR, F-measure, ROC, and AUC scores of saliency models: Top row for each dataset shows sa- : : : : : :
* Several salient ObjeCt detection approaches have been Table 1. Compared salient object detection models (checked) sorted chronologically. Bas_ellne Models. | _ liency segmentation and bottom row shows fixation prediction models. mult indicates multiplication of Flg 6. Five IMmages with least (and mOSt) annotation COnSIStenCy from datasets
published which have been assessed using different evalua- Abbreviations: {M: Matlab, C: C/C++, S: Sent saliency maps}. w and h: image We implemented two simple yet powerful baseline models: models, and identity, log, exp indicate linear summation of identity, logarithmic, and exponential functions.
tion scores and datasets resulting in discrepancy in model W|_dth/he|ght. DB show_s the datasets that we have results over them. J_laL|SaI IS ap- 1) MAP (mean annotation position; see Fig. 2)), and Precision-Recall (PR] Fmeasure ROC ALC

_ _ _ plied to 100 and 1000 images of ASD and MSRA, respectively. max X: Preserve the 2) Human Inter-observer (10) ‘model’ which is the aggregated
comparison. This calls for a methodological framework to aspect ratio while resizing the bigger dimension to X. c ot v oth biect uding th ggreg 4 S
Compare eXlStlng mOdeIS and evaluate thelr prOS and cons. # ||Acronym (Model) Ref.|Pub/Year Code[Resolution DB Avl. map of-anno a ons y other su JeC S (e).(C . Ing © ohe unader g ::

1 [1I1O: Inter-observer model - - M w X h All v teSt) for eaCh Image. The IO mOdel prOVIdeS an upper bOund % o
2 1L AT Mean Annotation Tosition - 0 X0 ~———"1 | for other models since humans usually agree in annotating the .
* We analyze benchmark datasets and scoring techniques | | [f [RZ- et 2 R & [B5h | A% 71| most saliont objec | A
and, for the first time, provide a quantitative comparison of 35 6 |[AC: Achante ot al. oo [fove hoos, [ [ 200 N poE s P
state-of-the-art saliency detection models. We find that some 8 BT, Adhama s oo Susstrunkc (08 UPR/R000 M |w % Al | v ||| Fio. 2-I_a) Zistg_gratm_of ima)gg_ etn_tgogy (in?et: Ioctzattion prior MAPE,(B) distribugi;)n of !
" . 9 ||[EDS: Ro.sin 19] [PR/2009 C w X h All v normailiZead object SiZes, C) distripution of annotators agreemen <=r<=1). e
models pertorm consistently better than the others. Saliency 10/| Gopalakrishnan et al. 34 [OVPR/2000 | | : = | | | Note that the ASD dataset has only one annotator. .
models that intend to predict eye fixations perform lower on 12l nentt: Valentt et ol a Lo [Sod 7% [ [aXhse  [ASDAYISRA| Y L
segmentation datasets compared to salient object detection 14|{PMehrani: Mehrani and Veksler (23 BMVC/2010 IS Juxh  |ASD/SED1| ¢ || | e = S e S INEEENEnEEEE o | AR
' 6||Khuwuth aicorn et al. 28| [ECCV /2010 i i i i § ooo:z o | | B 1 - %% 05 1 < 2 : TeEEs RS — : Z ; TR S
algorithms. 16 Fuw thyal t 28] |ECC 4OM s010]" : _ E E | P
18||JiaLiSal: Jia Li et al. 36] [IJCV /2010 S [w h]/16  |ASD/MSRA| v g oo ‘ o0s) { ool
. . ] ] 19 Lil..lICIP‘ L}u et (ll: 53 ICIP/2010 S w X h SD v T;\ 0.02 005 | o002 0.02 0.02
* We propose combined models which show that integration P DA et e o [t ooVt |8 e X N MRy N e S O M Y
of the few best models outperforms all models over other da- 3| Mecng V> M. Wang et ol ol [loeveorr | 0" AP e - "
tasets. By analyzing the consistency among the best models 5 ?“I;\gf e L“"; >4 %ES/}%%%’” T : ] 5. - g sy
. . 26 . ang et al. 26 2011 - - - - T 004 0.04 moael (agree)
and among humans for each scene, we identify the scenes 27 (sjgo;lé?ang ot al. 27 }3016[3_\\//(2?8(1)%1 M h Al ‘ Al\g. I o f
. . 28 sal: Jiang et al. 31 w X Z 0 6 6 ]
where models or humans fail to detect the most salient 29|[RC: M.M. Cheng t al 13] [CVPR/20LL [ x T I . ° ° : nalysis o .
. . . . : . . eng et al. w X 0.4 0.4 0.25 0.2
object. We highlight the current issues and propose future 31(|Materias: Li et al 36| BMVC/2011 M |wx h Al | v . uman mode
_ ] 32({|LiulETIP: Liu et al. 42| |IEEE TIP/2011 |S w X h ASD v 58 o1 agreement over
research directions. 33[[Mishra: Mishra et al. 49] [PAMI/2011 C w X h ATl v 28 o |
34||SRS1: Siagian and Koch 50] |Submitted. C w X h All v o2 o 01 - 005 MSRA dataset 2 h a |
' uman 'isagree - .‘
g5 ue o2 b o e o } 3 model (disagree) -
(2) BeHChmark Table 2. Compared saliency models originally developed for eye fixation prediction MSRA numan (agree) |
_ _ _ o @ model (disagree)
fﬁ ?It},;?n%fm (Moldel) f;ef- EKE/I%%%% gode R?f‘él“t;i?i‘ﬁ liﬁ Afl' Based on the average rankings using AUC meric SVO, Goferman, ) & e b
y . . Itti et al. X : : : : ' Human
Sallency detection models: > ||TTTT8: Ttti et al. (maxNorm) [2] |PAMI/1998 |G |w/16 x h/16| All| v CBsal, and RC stand at the top four in order. For fixation predic-
We compare three categories of models: 5 ||aM: Bruce and sotsos o §}Eggggg w2 xh/z AL tion, on average the four best models are: GBVS, AIM, HouNIPS, ofa We inspect cases of agreement/disagreement between and within humans and models:
1) thOse aimin to deteCt and segment the most Salient Ob.eCt 5 [|HouCVPR: Hou and Zhang 5] CVPR /2007 |M 64 X 64 All| v and AWS. Among salient object detection models, SRS1, Michal- 0s 433309001 %%&Mg%g&g 1) |mages that both humans and models agree, usua”y have one clear Object with different fea-
. S . J J 2 |SON: Zhong of a@ 4hans SL [NIES/2008 |\ M 3/)5?; h/2 NV Gazit, Mishra, and EDS usually rank at the bottom over datasets. ;i # 2| | tures from the background rendering them bottomup salient. 2) Images that humans and models
in a scene (emphasized more here), 8 |[PQEFT: Guo and Zhang ? }1(1)%//22000099 M- 1400 x 400 | All ? LC and AC models also perform poorly using AUC and PR. SalLiu disagree (within the same group), usually are not easy to define the most salient object. Salient
" " . €0 an lianirar w . . . \ . . .
2) active segmentation a.ppr_oaches,.ar)d 10||AWS: Diaz et al. 7] |ACIVS/2000|M  |w/2x h/2 |Al| v || | is @ good model in terms of AUC score and F-measure but not PR. objects have several parts in a crowded background.The most interesting case is when humans
3) models that address fixation prediction. 11]|Judd: Judd et al. 1] |[ICCV/2009 M [wXh All] v (within) disagree with models agree (and vice versa). 3) Images for which models disagree usu-
Table 1 shows the list of models from the first two categories, Table 3. Model rankings over categories and datasets using AUC. Gof. = Goferman. ally have textured backgrounds with salient objects sharing similar features with the background.
and table 2 shows category 3. Fig.1 = Sample images from the datasets. Top row shows the five smallest objects ” Saliont object detection models Fieation prediction models SRR ARE Howevgr, this does not disrupt the top-down mechanisms by which humans d.ecide. the most sa-
and bottom row shows the five largest objects from each dataset. 1) ASD [1]: ASD  MSRA SED1  SED2 SOD|ASD  MSRA SED1 SED2 SOD ’ lient object. 4) Images that humans disagree but models agree, usually contain salient objects
Datasets:" This data,set contains 1,000 images. 2) MSRA,[Z]‘Th'S dataset.(part B of the original 1[CBsal  CBsal Gof. RC  SVO ||[GBVS GBVS AIM _ AWS GBVS ! with multiple parts and different features from the background. This makes detecting the salient
_ _ dataset) includes 5,000 images. 3) SED (3]: This dataset contains two parts (SED 2 |[LiulCIP_SVO  SVO  Gof. Gof. ||HouNIPS HouNIPS GBVS _ GBVS MAP object with several parts easy for models but difficult for humans. Overall, there are not many
We choose 5 benchmark datasets based on the foIIowmg Cri- and SED2) 3 [SVO Gof. CBsal HC  MAP||AIM AIM MAP  SEO AIM cases for which humans disagree.
terla 1) belng Wldely'used, 2) haV|ng SIZG and StlmUIUS Varl' 4 |LiulIETIP RC PMehrani SVO RC AWS MAP HouNIPS AIM HouNIPS
ety, and 3) containing different biases such as number of an- - (6) Conclusions
notators, number of salient objects, and center-bias. Due to 2 Fig. 3. Accuracy of models over small and large objects from ASD and SED1 data 1 ! . .
specialty of various datasets, it is likely that model rankings g =] 0 gaBse? ‘;&the lef?"s'tvel e’l‘_l?e:c':'l“:"tsd?’_eré '?Ialgtasetslz ‘I;vetfor;ﬁluclfhthatt hSVO’ G°fe|r|msa‘“=
- - - ; ; . sal, RC, and Liu et al. (Liu and Liu- work better than the others overall. Sa-
may differ across datasets. Hence, to come up with a fair 3 x \ 2 : : . ( ) . .

. 1 ded t del | c : lient object detection models (Table 1) perform better than fixation prediction models
comparison, 1t 1S recor.nm.en ed 1o ru.n moaels over. Severa. g X LLLLLLLE LD (Table 2). Map smoothing is not a big challenge to scoring as opposed to the fixation pre-
datasets and draw objective conclusions. A model is consid- S : | " SRR S ERRE RRAEL diction. SOD has 300 images and is the hardest dataset for models which encourages

T £ ' o call T = - i . .
ered to be good, if it performs well over almost all datasets. - : further effort in the future. Many models share the easiest and the most difficult stimuli.
Fig. 1 shows sample images from used datasets. N R Although model rankings remain the same over small and large objects, model accuracy

____ ' | | | 2 £ | is higher over large objects. Further, models work better on the most consistent images.

EvaluatIOH scores: 9 Fig. 4. Accuracy of saliency detection models over least and most consistent images 1t =, | 1 ' Scenes containing objects in textured and cluttered backgrounds are Cha"eng_ing for

. .. 1 (PR g | B N %4 | many models. There are cases where the level of agreement on salient object is low
Slmlllar to [1], we calculate .the precision-reca (PR) curve by : among humans but high for the models.
varying a threshold on the intensity values [0:0.05:1] and g
generating d binary saliency map. Since MSRA dataset has § 1] Achanta, R., Hemami, S., Estrada, F., Susstrunk, S.: Frequency-tuned salient region detection. In: CVPR (2009)
b di b first fit t le to the th holded 0 2] Liu, T., Sun, J., Zheng, N., Tang, X., Shum, H.: Learning to detect a salient object. In: CVPR (2007)

ounding ooxes, we T1iIrst 11t a rectangie 10 tne resnoiae g M- |, . || | 3] Alpert, S., Galun, M., Basri, R., Brandt, A.: Image segmentation by probabilistic bottom-up aggregation and cue integration.
saliency map, fill it, and then calculate scores using bounding _ — - — e In: CVPR (2007) | o | | |

P = = » 4] Movahedi, V., Elder, J.H.: Design and perceptual validation of performance measures for salient object segmentation.

boxes. We also report the F-Measure. * “ * In: POCV (2010)




