
 

 

  
Abstract—In this paper we examine the use of global texture 

analysis based approaches for the purpose of Persian font recognition 
in machine-printed document images. Most existing methods for font 
recognition make use of local typographical features and connected 
component analysis. However derivation of such features is not an 
easy task. Gabor filters are appropriate tools for texture analysis and 
are motivated by human visual system. Here we consider document 
images as textures and use Gabor filter responses for identifying the 
fonts. The method is content independent and involves no local 
feature analysis. Two different classifiers Weighted Euclidean 
Distance and SVM are used for the purpose of classification. 
Experiments on seven different type faces and four font styles show 
average accuracy of 85% with WED and 82% with SVM classifier 
over typefaces  
 

Keywords—Persian font recognition, support vector machine, 
gabor filter.  

I. INTRODUCTION 
ONT recognition is a preliminary step in optical character 
recognition systems. Most previously proposed methods 

in literature to recognize font styles make use of local 
typography features [1..5]. On the other side are methods that 
use global information instead of local features [6..10]. One 
benefit of global methods is their applicability over many 
different domains and eliminating the burden of developing 
specific local features for each problem [11]. Although global 
texture analysis methods have shown great performance for 
English language, their applicability over other languages is 
yet under question [12]. Here we are going to examine the 
applicability of Gabor filters for the purpose of Persian font 
recognition. Figure one shows an overall sketch of our font 
recognition system. 

A set of training samples each one a different font image is 
fed to normalization component. Then Gabor filters are 
applied to normalized images and features are extracted. A 
classifier is trained on its input feature vectors. After training, 
classifier could be used to identify an image font in test phase. 

The rest of the paper is organized as follows: in section 2, 
normalization of text images is discussed. Feature extraction 
using multichannel Gabor filtering is illustrated in section 3. 
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Section 4 outlines the classifiers. Experiments and Results are 
discussed in section 5. Finally Conclusions and future works 
are drawn in section 6. 

 

 
Fig. 1 Overall structure of font recognition system 

II.  NORMALIZATION OF DOCUMENT IMAGES 
The original image could not be used directly. It must be 

normalized according to spaces between lines and individual 
words. Normalization steps are as follows: 
1) Use Otsu algorithm on original image to obtain a binary 

image [13]. 
2) Compute the HPP1 of the image. Remove zeros from this 

profile and smooth it with averaging. The peaks and 
valleys correspond to line centers and space between 
them respectively.  

3) For each text line compute the VPP2. The valleys between 
peaks correspond to spaces between words. Normalize 
the spacing by scaling them to a predefined width. In the 
case of incomplete lines, the spaces should be filled up by 
repeating the line until it reaches a predefined length.  

4) If document still contains spacing, fill it up by repeating 
the first lines to obtain an image with a predefined size 
(Here 300 * 300). Resultant image is divided to 25, 
100*100 non-overlapping blocks. Following figure shows 
an example after performing above steps on a sample 
image. 
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Fig. 2 Example of Normalization.(Original image, HPP, normalized 

height image, final normalized image) 
 

III.  FEATURE EXTRACTION 
Once uniform blocks of text created, we can proceed with 

feature extraction based on texture analysis. Two methods we 
use are multichannel Gabor filtering and Gray scale Co-
occurrence Matrices. A brief explanation of these methods 
comes below. 

A.  Gabor Filters 
Simple cell responses in area V1 of visual cortex have main 

role in edge detection and texture processing. They can be 
modeled as Gabor filters of the stimulus, parameterized by 
location, orientation, scale and phase [14] as in Fig. 3. A 
simple model of these cells is described in [15]. A 2D Gabor 
filter ),( yxg can be formulated as: 
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In above equations, x and y represent image coordinates, σ 

is the standard deviation of Gaussian function which is usually 
set to 0.56 λ, λ is the wave length of cosine equation, γ 
characterizes the shape of Gaussian, circular shape for γ=1 
and elliptic for γ<1, θ represents the channel orientation and 
takes values in interval [0 π], φ is the phase of cosine function 
and is symmetric for values 0 and π.  
 

 
Fig. 3 A 2D Gabor function  Left: Frequency domain  Right: Spatial 

domain 
 

For a given input image I(x,y) the response of Gabor filter 
is derived from the following convolution: 

ηεηεηεϕθλγ ddyxgIyxr ),(),(),(,,, −−= ∫∫      (2) 

Then the outputs of two symmetric and anti-symmetric filters 
(corresponding with φ=0 and φ= - π/2) are combined to 
provide a single channel output. 
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In above equation E is known as the energy of Gabor filter. 
There are some important considerations in selecting the 

channel parameters f, θ, and σ. In [15], it is showed that there 
is no need to uniformly cover the entire frequency plane so far 
as texture recognition is concerned. Since the Gabor filters we 
use are of central symmetry in the frequency domain, only 
half of the frequency plane is needed. Eight values of 
orientation θ are used: θ = k(π/8), k=1,2…8. For each 
orientation, we use (λ =2.7, 4.1, 5.4) as spatial frequencies. 
This gives a total of 24 Gabor channels (four orientations 
combined with three frequencies). The above choice is 
sufficient to discriminate different fonts. The spatial constants 
σ of these channels, which determine the channel bandwidths, 
are chosen to be inversely proportional to the central 
frequencies of the channels [15]. Frequency responses of the 
Gabor filters used to identify different fonts are shown in Fig. 
4. 

 

 
Fig. 4  Frequency responses of Gabor filters used in font 

identification. There are a total of 24 Gabor channels 
 

IV. FONT RECOGNITION 
We used two different classifiers, Weighted Euclidean 

Distance (WED) and Support Vector Machines (SVM) for the 
purpose of font recognition. In principle, any type of 
classifiers could be used. Here a short description of these 
classifiers is considered. 

A.  Weighted Euclidean Distance Classifier (WED) 
In order to classify a handwritten text, features are extracted 

after normalization and filtering, then the feature vector is 
compared against all feature vectors of all writers in the 
training set using weighted Euclidean distance. The writer of 
handwritten text is k which minimizes the following distance 
function: 
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Where if is the ith feature of feature vector, k
if  and k

iδ  are 
the mean and standard deviation of the ith feature of writer k 
over blocks respectively. 
 

B.  Support Vector Machines Classifier (SVM) 
SVMs belong to the class of maximum margin classifiers. 

They perform pattern recognition between two classes by 
finding a decision surface that has maximum distance to the 
closest points in the training set which are termed support 
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vectors. We start with a training set of points n
i IRx ε , i = 1, 

2, …, N   where each point xii  belongs to one of two classes 
identified by the label yi Є {-1, 1}. Assuming linearly 
separable data3, the goal of maximum margin classification is 
to separate the two classes by a hyperplane such that the 
distance to the support vectors is maximized. This hyperplane 
is called the optimal separating hyperplane (OSH). The OSH 
has the form: 
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The coefficients αi and b the b in Eq. (1) are solutions of a 
quadratic programming problem [18]. Classification of a new 
data point x is performed by computing the sign of the right 
side of Eq. (1). In the following we will use: 
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to perform multi-class classification. The sign of d is the 
classification result for x and |d| is the distance from x to the 
hyperplane. Intuitively, the farther away a point is from the 
decision surface, i.e. the larger |d| the more reliable the 
classification result. 

The entire construction can be extended to the case of 
nonlinear separating surfaces. Each point x in the input space 
is mapped to a point z = Ф(x) of a higher dimensional space, 
called the feature space, where the data are separated by a 
hyperplane. The key property in this construction is that the 
mapping Ф(.) is subject to the condition that the dot product 
of two points in the feature space Ф(x) . Ф(x) can be rewritten 
as a kernel function K(x,y). The decision surface has the 
equation: 
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again, the coefficients αi and b  and are the solutions of a 
quadratic programming problem. Note that f(x) does not 
depend on the dimensionality of the feature space. In our 
experiments we use a family of kernel functions known as 
polynomial kernel: 

,)1(),( dyxyxK ⋅+=                        (8) 

where d is the degree of the polynomial. In this case the 
components of the mapping Ф(x) are all the possible 
monomials of input components up to the degree d. 

IV. EXPERIMENTAL RESULTS 
Several experiments are carried out to test the validity of 

Gabor filters for Persian font recognition. Seven frequently 
used Persian typefaces (Badr, Divani Mazar, Jadid, Titr, 
Siavash Mazar, Nasim, Homa) combined with four styles 

 
 

(Regular, Bold, Italic and Bold-Italic) are trained and tested. 
In other words a total of 28 fonts are used in our experiments.  

For convenience we use computer generated images. The 
input image is normalized to form a 300 * 300 text image as 
mentioned in section 2. Then it is divided to 9 non-
overlapping blocks, each of size of 100*100. For each font, 
we randomly chose 3 such blocks for training and remaining 6 
blocks for testing. For each block, all 24 filters are applied and 
then another image is derived by taking the maximum of these 
filter responses per pixel. The mean values (M) and the 
standard deviations (S) of the channel output images (over 
each block) are chosen to represent texture features. Thus, a 
total of 50 features are extracted from a given image block. 
They form a 50-dimensional feature vector. Documents in 
training and test set had no content overlap.  

Reported results are averaged over 5 runs. Fig. 5 shows 
examples of text blocks for some fonts. 

 

 
Fig. 5 Fonts used in experiments (From left to right – up to buttom): 

Badr, Divani Mazar, Jadid, Titr, Siavash Mazar, Nasim, Homa 
 
 
 

TABLE I 
 RECOGNITION RATE OF WED CLASSIFIER ON TYPEFACES COMBINED WITH 

FONT STYLES 

 Regular Italic Bold  Bold 
Italic 

Average 

Badr 0.93 0.80 0.73 0.70 0.71 
Divani 
Mazar 

0.76 0.90 0.86 0.86 0.82 

Jadid 0.60 0.36 0.50 0.63 0.46 
Titr 0.33 0.66 0.33 0.36 0.41 
Siavash 
Mazar 

0.40 0.30 0.76 0.53 0.47 

Nasim 0.76 0.63 0.63 0.66 0.68 
Homa 0.90 0.80 0.80 0.83 0.80 
Average 0.80 0.62 0.62 0.59 0.62 
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TABLE II 
TYPEFACE CONFUSION MATRIX USING WED CLASSIFIER 
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Badr .100 0 0 0 0 0 0 
Divani Mazar .04 .88 .08 0 0 0 0 

Jadid 0 0 .79 .21 0 0 0 
Titr 0 0 .04 .79 .05 .04 .08 

Siavash Mazar 0 .04 .07 .12 .69 0 .08 
Nasim 0 0 0 0 0 .100 0 
Homa 0 0 0 0 0 .08 .92 

 
Fig. 6 Recognition rate of SVM classifier compared with WED over 

typefaces 

IV. CONCLUSION AND FUTURE WORKS 
Application of Gabor filters for Persian font recognition is 

considered in this paper. Global texture feature are used for 
recognition. The method is content independent, so the 
contents of text images are not necessary to have content 
overlap.  

Because there is not much difference between different font 
styles for some fonts (Jaded, Titr, Siavash Mazar) recognition 
rate over those fonts are poor in comparison with other 
typefaces (As can be seen from results in Table I). Table II 
shows that Gabor filters are very capable to recognize the 
typeface of a font. Table III shows the superiority of WED 
classifier for font recognition task over SVM classifier. 

As a future work one can consider combination of the 
global and local features. For example for typefaces with less 
difference over font-styles, a 2 step mechanism could be 
helpful. Gabor filters can recognize the typeface of a font in 
first step, and in the second step local features can determine 
the font style of that font. 
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