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AbstractÐWe present a system which takes as input a video stream obtained from an airborne moving platform and produces an

analysis of the behavior of the moving objects in the scene. To achieve this functionality, our system relies on two modular blocks. The

first one detects and tracks moving regions in the sequence. It uses a set of features at multiple scales to stabilize the image sequence,

that is, to compensate for the motion of the observe, then extracts regions with residual motion and uses an attribute graph

representation to infer their trajectories. The second module takes as input these trajectories, together with user-provided information

in the form of geospatial context and goal context to instantiate likely scenarios. We present details of the system, together with results

on a number of real video sequences and also provide a quantitative analysis of the results.

Index TermsÐDetection and tracking of moving objects, egomotion estimation, affine stabilization, mosaics, graph representation of

objects trajectories, event analysis, geospatial and mission contexts, scenario recognition, finite automaton.
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1 INTRODUCTION

RECENT development in video acquisition hardware has
made possible the acquisition of good quality video

streams and increased the scientist's interest in developing
video surveillance systems. The development of such
systems present several difficulties and one of the most
challenging is behavior analysis since it requires the
inference of a semantic description of the features (moving
regions, trajectories, etc.) extracted from the video stream.
The ambitious goal here is to automatically process video
streams, acquired in specific situations, in order to
characterize the actions taking place and to infer whether
they present a threat that should be signaled to a human
operator.

Recent efforts have proposed partial solutions for

specific video streams, namely, fixed [24], [19], [17], [20],

and Pan Tilt Zoom [33] cameras. Systems based on fixed

cameras were primarily used for monitoring road traffic

scenes [24], where the camera observes the activity of rigid

objects in a structured domain. Bobick et al. [2] have

proposed a coupled Hidden Markov Model and stochastic

grammars for recognizing activities (of rigid and nonrigid

objects) and identifying different behavior based on con-

textual information from a video stream acquired by a static

camera. Kanade et al. [32] have developed a multisensor

video surveillance system integrating PTZ and moving

cameras. This impressive system has focused so far on the

integration of several sensors and on the detection and

tracking of moving objects rather than the description of

their behavior. The development of such integrated systems

remains sparse, but the work done on specific subjects, such

as the detection and tracking and action description, is one

of the most active in computer vision.
In this paper, we present a generic framework for event

detection and behavior analysis. Motion detection is made

difficult as both the observer and some elements of the

scene may be moving. To handle this situation, we first

compensate adjacent frames for the motion field induced by

the observer which manifests itself globally. The results of

this egomotion estimation are used to register frames, to

detect independently moving objects, and to track them.

Motion by itself, however, is not a sufficient indication of a

threatening or otherwise interesting activity. In most

natural scenes, there are a significant number of moving

objects and it is the analysis of their trajectories and

interaction with the features of the scene which allows us

to classify and recognize interesting events. This scenario

recognition, or behavior analysis module, is based on a

crude model of the site being observed. This image to model

correspondence helps in relating the observed motion to

relevant features on the ground.
In the following, we first give an overview of our

approach in Section 2 and then describe in detail the two

modules: Detection and tracking and the graph representa-

tion of moving objects are discussed in Section 3. The graph

obtained is then interpreted by the behavior analysis

module discussed in Section 4. Besides demonstrating the

system on real data streams, we characterize the perfor-

mance of each module.
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2 OVERVIEW

Our approach is based on two modules. The first one
achieves detection and tracking of moving objects from the
video stream collected by the Unmanned Airborne Vehicle
(UAV), while the second takes the inferred trajectory of
each object and user-provided contextual information to
recognize the behavior of the moving objects among a large
number of potential scenarios. An overview of the system is
given in Fig. 1. The most important features of each module
are briefly described in the following.

Tracking the detected objects over the image sequence
amounts to matching these different regions in order to
determine the trajectories of the objects. This matching can
be done using objects templates, color, or texture. For
generality purposes, we propose instead to infer, from the
detected regions, a 2D dynamic template of the object [8],
[9]. A dynamic template is extracted by using the temporal
coherence of the object over a number of frames (typically
three to five frames). Temporal integration of the detected
objects over a number of frames is used to characterize the
moving objects by computing their motion, direction, and
trajectory. A graph is used to represent moving regions and
the way they relate to each other. Each node is a region and
each edge represents a possible match between two regions
in two different frames. We assign to each edge a cost which
is the likelihood that the regions indeed correspond to the
same object. This formalism can handle a large number of
situations, such as stop and go motion, and allows us to
characterize the trajectories of moving objects as an optimal
path along each graph's connected component.

The behavior analysis module is based on the definition
of a set of scenarios. These scenarios are defined by a
combination of spatial and temporal properties. The
behavior analysis module uses a set of temporal properties,
such as distance of the moving object (the car) to either
other interesting mobile objects (already detected vehicles),
or a set of reference locations (intersection, buildings, etc.).
The reference locations describe the most significant static
objects in the scene. Currently, these objects are defined
manually and consist of polygonal outline of the objects in
the scene. This polygonal description is provided for the
first frame of the sequence and propagated to the remaining

frames using the stabilization transforms. Each moving
region in the scene, based on its trajectory, generates a set of
hypotheses that are used to compute a set of properties.
These scalar values are generic, reusable, and are used for
identifying the behavior of the object as one of the available
scenarios [4]. Moreover, the system relies on a recursive
definition of scenarios. Each scenario is defined as
a combination of subscenarios. A transition from a
subscenario to the next is computed through a finite state
automaton. This definition of scenario has the advantage of
being flexible since any scenario of any time scale can be
represented. Recognition is then achieved by computing a
likelihood degree which allows us to state the reliability of a
scenario recognition value.

The detection/tracking and behavior analysis modules
are implemented to process the frames as they are acquired
by the platform. Indeed, the detection of moving regions is
achieved using the current and the previous frame.
However, to achieve robustness, the tracking and the
behavior analysis tasks are done on a buffered set of
frames. This buffer is typically made of the last five frames
and is used to build the graph representation of the moving
objects and infer reliably a template of the moving object
and its trajectory. This data is then used by the behavior
analysis module for scenario recognition. The advantage of
such an approach is that the two modules (tracking and
behavior analysis) and the acquisition proceed in a
concurrent way. Thus, we are able to characterize the
behavior of the moving objects while the action is taking
place (with a fixed delay of a few frames).

3 DETECTION AND TRACKING OF MOVING OBJECTS

3.1 Detection of Moving Objects

Most available techniques for detecting moving objects have
been designed for scenes acquired by a stationary camera.
These methods allow us to segment each image into a set of
regions representing the moving objects by using a back-
ground differencing algorithm [17], [27], [20]. More recently,
Grimson et al. [19] have proposed a local modeling of the
background using a mixture of K-Gaussians allowing us to
process video streams with time varying background. These
methods give satisfactory results and can be implemented for
real time processing without a dedicated hardware.

The availability of video sensors, at low cost, with Pan-Tilt
and Zoom capabilities or video streams acquired by moving
platforms have focused the attention of researchers on the
detection of moving objects in a video streams acquired by a
moving platform. In this case, background differencing
techniques cannot be used. A stabilization ªpreprocessingº
step has to be performed in order to cancel the camera
motion. We propose integrating the detection into the
stabilization algorithm by locating regions of image where
a residual motion occurs. These regions are detected using
the normal component of the optical flow field.

Normal flow is derived from image spatiotemporal
gradients of the stabilized image sequence. Each frame of
this image sequence is obtained by mapping the original
frame to the selected reference frame. Indeed, let T ij denote
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Fig. 1. Overview of the system.



the warping of the image i to the reference frame j. The
mapping function is defined by the following equation:

T ij �
Y

k�i;::;j�1

T k;kÿ1 �1�

and the stabilized image sequence is defined by I i � Ii�T ij�.
Here, Ii�T ij� denotes the image Ii warped onto the reference
frame Ij by the transform T ij. The estimation of the mapping
function amounts to estimating the egomotion, based on the
camera model, which relates 3D points to their projection in
the image plane. The approach we use models the image
induced flow instead of the 3D parameters of the general
perspective transform [30]. The parameters of the model are
estimated by tracking a small set of feature points �xi; yi� in
the sequence. Given a reference image I0 and a target image
I1, image stabilization consists of registering the two images
and computing the geometric transformation T that warps
the image I1 such that it aligns with the reference image I0.
The parameter estimation of the geometric transform T is
done by minimizing the least-square criterion:

E � D
X
i

I0�xi; yi� ÿ I1�T �xi; yi��f g2; �2�

where outliers are detected and removed through an
iterative process. We choose an affine model which
approximates well the general perspective projection in
the case of video streams acquired by an airborne platform
while having a low numerical complexity. Furthermore, a
spatial hierarchy, in the form of a pyramid, is used to track
selected feature points. The pyramid consists of at least
three levels and an iterative affine parameter estimation
produces accurate results.

3.1.1 Image Sequence Stabilization

Given a reference image Ir and a target image It, image
stabilization consists of registering the two images and
computing the geometric transformation T that warps the
image It such that it aligns with the reference image Ir.
Several authors have proposed different approaches to
solve this problem. The most common models involve
affine [29], [28], [34] or quadratic approximation of the
motion [29], [28]. General perspective models were also
considered for generating full mosaics of a scene from a
collection of pictures [45]. This induces a larger numerical
complexity and was addressed in applications where the
computation time is not an important issue. Among these
methods, we can distinguish two types of approaches:
intensity or feature-based approaches. The intensity ap-
proaches rely on all image pixels to recover the set of
parameters, while the feature-based approach extracts a set
of relevant points in the frames and derives the parameters
according to the matching of these points. This second
approach, selected in this study, is less time consuming and
allows fast and accurate registration of the frames.

Recovering the parameters of the geometric transforma-
tion amounts to minimizing the least-square criterion
given by (2).

This criterion leads to a global nonlinear minimization
scheme which could be handled by a Levenberg-Marquardt
method [44]. An alternative solution can be obtained itera-
tively, using all image points and a coarse to fine approach

[38]. Both approaches are computationally expensive and,
therefore, not suitable for a video surveillance application.

Our approach is based on multigrid matching of feature
points extracted from the reference and target frames. There
are several ways to define a feature point and each
definition is context dependent [41]. Corners or high
curvature points are commonly used as feature points in
matching algorithms. The extraction of corner points can be
done through the use of a corner model [48] or a rough
estimation can be obtained through image partial deriva-
tives [21]. In this paper, we extract the feature points by
considering a partition of the image into a regular grid
and extract in each cell the point which maximizes:
rxIj j � ryI

�� ��. The feature points are selected at the coarsest
pyramid resolutions of the reference image �xr; yr� and the
target image �xt; yt� and are matched using local correlation.
This gives us a set of pair of points from which we can
derive the parameters of the motion model by minimizing
the criterion given by (2). Using the affine model, the
minimum for E in (2) is obtained by solving the set of linear
equations. The system of linear equations is solved at each
level of the pyramid by propagating the feature points and
the parameters obtained at the previous level in order to
refine the estimated parameters. Since this approach is
based on a least-square, the obtained parameters may be
biased by erroneous matched pairs of feature points or
feature points belonging to an independently moving object
in the scene. These outliers can be processed using a
RANSAC [16] technique by selecting the best three pairs of
points; however, this approach is computationally expen-
sive as it requires the evaluation of E (2) for each possible
combination. An alternate approach consists of discarding
the point with the largest error and reestimating the
parameters of the affine transform. This is repeated while
the error measure is decreasing. This approach is more
efficient than scaling the coefficients of the motion equa-
tions inversely proportional to the temporal derivatives
[44], [30] since it does not require a warping of the images.
Fig. 2 illustrates a byproduct of the processing, a mosaic
obtained from a video stream.
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Fig. 2. Mosaic obtained by the hierarchical feature-based approach.



3.1.2 Detection of Moving Objects

The moving objects in the scene are detected using normal
flow field. However, the reference frame and the warped one
do not, in general, have the same metric since, in most cases,
the mapping function T ij is not a translation but a true affine
transform and, therefore, it influences the computation of
image gradients for moving object detection. Most of the
approaches based on normal flow field rely first on warping
the processed frame into the reference frame and then
estimate a motion measure [31], [35] or the normal flow field
[7] for detecting moving objects based on residual flow.

In this paper, we propose incorporating the change in
metric into the optical flow equation associated to the image
sequence I i (warped image). This allows us to derive the
normal flow component which is based on the estimated
affine transform and the original images in order to detect
more efficiently the moving objects. Indeed, the optical flow
associated to the image sequence I is:

rI irTI iw � ÿrI i dI i
dt

; �3�

where w � �u; v�T is the optical flow. Expanding the
previous equation, we obtain:

rT ijrIi�T ij�rT Ii�T ij�rTT ijw �
ÿrT ijrIi�T ij��Ii�1�T i�1;j� ÿ Ii�T i;j��

�4�

and, therefore, the normal flow w? is characterized by:

w? � ÿ �Ii�1�T i�1;j� ÿ Ii�T i;j��
rT ijrIi�T ij�
  � rT ijrIi�T ij�rT ijrIi�T ij�

  : �5�

Althoughw? does not always characterize image motion due
to the aperture problem, it allows detection moving regions.
Indeed, the amplitude ofw? is large near moving regions and
becomes null near stationary regions. A threshold allowing
the detection of a displacement of one pixel per frame is then
used to extract regions of moving objects.

The above definition of the normal flow component is
based on the parametric model used for compensating for
the camera's motion. It allows us to take into account the
recovered affine transform for detecting moving objects
without an explicit warping of the frames into the reference
frame. Consequently, this approach increase the accuracy
and the efficiency of the detection of moving objects since
no linear interpolation of gray level is used. Indeed,
methods based on the computation of residual flow after
warping the images rely on the linear interpolation scheme
used by the warping algorithm. Fig. 3 illustrates the
detection of moving vehicles in a video stream taken from
an airborne platform. It displays the bounding boxes (in
white) of the detected moving objects.

3.2 Graph Representation of Moving Objects

The detection of moving objects in the image sequence gives
us a set of regions which represent the locations where a
motion was detected. The normal component given by (5)
allows, given a pair of frames, detection of points of the
image where a motion occur. These points are then
aggregated into regions by considering a thresholded value
of the normal component of the optical flow and then
labeled using a 4-connectivity scheme. Each of these

connected components represents a region of the image
where a motion was detected.

The purpose of detecting moving objects in video stream is
to be able to track these objects over time and derive a set of
properties from their trajectory such as their behavior.
Commonly used approaches for tracking are token-based,
when a geometric description of the object is available [15], or
intensity-based (optical flow, correlation, etc.). These techni-
ques are not appropriate for blob tracking since a reliable
geometric description of the blobs cannot be inferred. On the
other hand, intensity-based techniques ignore the geometric
description of the blob. Our approach combines both
techniques by incorporating in the representation of the
moving objects both spatial and temporal information. Such a
representation is provided by an attributed graph structure
where nodes represent the detected moving regions and
edges represent the relationship between two moving regions
detected in two separate frames. Each newly processed frame
generates a set of regions corresponding to the detected
moving objects. We search for possible similarities between
the newly and previously detected objects. Establishing such
connections can be done through different approaches such
as template matching [25] or correlation [47]. However, in
video surveillance, little information about the moving object
is available since the observed objects are of various types
(car, humans, etc.) and at different scales. Also, objects of
small size (humans in airborne imagery) or large changes of
object size are frequent and, therefore, unsuitable for
template matching approaches. We propose deriving a
dynamic template of each detected moving object using the
graph description of moving objects.

Each pair of frames gives us a set of regions where
residual motion was detected (see Fig. 4). These regions can
be related to the previously detected one by measuring the
gray-level similarity between a region at time t and a set of
regions at time t� 1 located in its neighborhood. The size of
this neighborhood is estimated from the objects motion
amplitude. In this defined neighborhood, a region may
have multiple matches and, therefore, a node in the graph
representation may have several parent nodes and/or
several children. In Fig. 4, we show a partial view of the
graph representation associated to the detected blob in
frame 123. As we can see, due to aperture problems, in
frame 125, instead of detecting on single region represent-
ing the moving vehicle, we locate three regions. These
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Fig. 3. Mosiac and detection of several vehicles in a video stream

acquired by an airborne platform. The bounding boxes of the moving

objects are displayed on the constructed mosaic.



regions are related to the one detected in frames 124 and 126
through the graph representation. Each node is a region
represented by an ellipsoid derived from the principal
directions of the detected blob and the associated eigenva-
lues. Also, a set of attributes is associated to each node, as
illustrated in Fig. 5. We assign to each edge a cost which is
the likelihood that the regions correspond to the same
object. In our case, the likelihood function is the image gray-
level correlation between a pair of regions.

3.3 Dynamic Template Inference

The graph representation gives an exhaustive description of
the regions where a motion was detected and the way these
regions relate one to another. This description is appro-
priate for handling situations where a single moving object
is detected as a set of small regions. Such a situation
happens when, locally, the normal component of the optical
flow is null (aperture problem) and, consequently, instead
of detecting one region, we have a set of small regions.
Usually, clustering techniques are applied for merging the
detected blobs in order to recover the region corresponding
to the moving object. These image-based techniques [27],
[33] rely on the proximity of the blobs in the image and
frequently merge regions that belong to separate objects.

Among the detected regions, some small regions should
be merged into a larger one or have a trajectory of their
own. In both cases, based on the graph representation, these
regions belong to a connected component of the graph. In
our approach, we cluster the detected regions in the graph
rather than in a single image as used in previous efforts [27],
[33]. Indeed, clustering through the graph prevents us from
merging regions belonging to objects having a distinct

trajectory since clustering based on image proximity is done
within a connected component of the graph.

The robustness of this clustering technique is also
improved by maintaining a dynamic template of the moving
objects for each connected component and, therefore, for each
moving object in the scene. Several techniques were proposed
for automatically updating a template description of the
moving objects such as weighted shape description [33] or
cumulative motion images [13]. The main drawback of these
approaches is that errors in shape description (i.e., bound-
aries) are propagated and, therefore, these techniques are not
suitable for streams obtained from a moving camera. We
propose an approach based on a median shape template which is
more stable and produces a robust description of templates.
The templates are computed by applying a median filter
(after aligning the centroid and the orientation of each blob)
over the last five detected frames of the region.

This dynamic template allows us to infer a robust graph
description of moving objects. Indeed, in video surveillance
applications, objects often stop, then resume their motion,
resulting in several connected components in the graph.
These connected components are merged by using the
dynamic template of the object being tracked: We propagate
each node without a successor into a given number of frames
and search for the matching regions in these areas. This
defines a set of possible matches which are incorporated in
the graph structure by defining new edges connecting the
matched regions. This step is illustrated in Fig. 6, where the
object, not detected in frame 104, is depicted by the node.

3.4 Extraction of Objects Trajectories

As new frames are acquired and processed, we incrementally
construct the graph representation of moving objects.
Deriving the trajectories of the objects from the graph and
from the newly detected regions amounts to extracting a path
along each graph's connected component. We propose an
approach for automatically extracting the trajectories of all
moving objects through the search of an optimal path
representing object's trajectory. Furthermore, the starting
node (source), as well as the destination node (goal), is not
known in advance. Therefore, we consider each graph node
without a parent as a potential source node and each node
without a successor as a potential goal node. This property,
along with the graph construction method described in
Section 3.2, makes the proposed approach very similar to the
Reid's Multiple Hypothesis Tracking (MHT) [40], [12], [11].
Indeed, the graph construction allows us to automatically
create new tracks as new moving objects enter the field of
view and to detect the termination of a track if the moving
object is no longer detected for a period of time. These two
properties are completed by a track continuation over several
frames in the absence of detection (as described in Section 3.3
and depicted in Fig. 6). However, the MHT is not suitable for
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Fig. 4. Detected regions and associated graph. Each node in the graph
represents a detected moving region. It is represented using an ellipsoid
reflecting the principal radius (inverse of the eigenvalues of the
autocorrelation matrix) of the region. The graph displayed here
corresponds to a connected component of the graph associated to the
moving car.

Fig. 5. Description of the attributes associated to each node of the
graph. Each mark represents a moving region.



regions tracking since, in many cases, one single moving
object is split into a collection of regions due to the aperture
problem. Therefore, we have to allow the tracker to model
more than one child per node's representation.

A path or a trajectory is defined to be a sequence of
measurements that are assumed to originate from the same
moving object. Each graph's node is compared with the
actual moving object detected in the next frame on the basis
of a similarity measure that integrates regions cross correla-
tion and the distance of their centroids. The purpose of this
similarity measure is to associate a cost to each edge between
two nodes of the graph. We have chosen the following
measure:

cij � Cij
1� d2

ij

; �6�

where Cij is the gray level and shape correlation between
the graph's nodes i and j and dij represents the distance
between the centroids of the moving regions represented by
i and j. The purpose of this measure is to give a larger value
to similar regions (in terms of gray-level distribution) while
penalizing distant regions. The centroid distance consid-
ered here corresponds to regions centroid distance after
camera motion compensation. This has the advantage that
the method is not limited to small camera motion.

Characterizing the object trajectory as a path that
maximizes the costs associated to a collection of nodes
allows us to rely on the cost measure to select the nodes that
originated from the same moving object.

The edge cost given by (3) allows us to extract the local
optimal path. Indeed, a graph search algorithm based only on
the edge cost will provide a suboptimal solution since there
are no constraints on the destination or goal node that have to
be reached. In our different experiments, we have observed
that thiscriterionyieldsapartof thetrajectory.Thegoalsource
is selected based on the highest value of the cost, regardless of
the other nodes belonging to the same connected component.

In the graph description used, each graph's connected
component represents a moving object in the scene and each
node's location in the graph allows us to characterize how far
this node is from a potential goal node, i.e., a newly detected
region. Such a characterization is done by assigning to each
node the maximal length of graph's path starting at this node.
The computation of the node's length is carried very efficiently
by starting at the bottom of the graph, i.e., nodes without
successor, and assigning, for each parent node, the maximum
length of his successors plus one. The length of a node i is
given by the following equation:

li � maxflj; j 2 successor�i�g � 1 �7�
with the initial estimate: li � 1; if successor�i� � 0.

The combination of (6) and the length of each node
allows us to define a new cost function for each node. The
cost function associated to the edge connecting the node i to
the node j is then defined by:

Cij � ljcij; �8�
where cij is defined by (6) and lj is the length of the node j
defined by (7). This cost function recovers the optimal path
among the paths starting at the node being expanded.

The extraction of the optimal path is done by starting at
the graph's nodes without parent and expanding the node
with maximal value of Cij. This approach is illustrated
in Fig. 7, where the trajectories of a truck and a car are
displayed along with false detections due to 3D parallax.
Indeed, this image sequence displays a strong and con-
sistent 3D parallax; therefore, the regions where a parallax
motion is detected are kept since they cannot be discarded
based only on temporal consistency. The proposed method
does not address motions with 3D parallax.

3.5 Evaluation and Quantification

Given that the detection and tracking submodules feed on
each other, it is necessary to characterize errors in each of
these modules and their ripple effects. We have designed
our system so that each submodule can handle temporary
failures of the previous one and attempts to compensate for
them using temporal coherence.

Few attempts were made in computer vision to evaluate
such an integrated system where each component has its
own inaccuracies and limitations. Our approach, based on a
simultaneous processing of the detection and tracking and
the efficient representation of the objects through a graph,
allows us to derive a confidence measure after each of these
tasks. Also, here we choose to evaluate each of the modules
independently. The issues to be addressed are:

. Detection. Do we detect all the objects? Among the
detected regions, how many of these are false alerts?
What is the minimal size, speed of the moving
objects that can be detected?

. Tracking. The temporal integration of the detected
objects and their interrelationship allows us to infer,
from a collection of blobs representing the moving
objects, a set of paths corresponding to the trajec-
tories of the moving objects. How accurate are these
trajectories? What is the stability of the trajectories
inferred with regard to failure to detect the moving
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Fig. 6. Propagation of the nodes in order to recover the description of
undetected objects. In (a), we show the detected region at each frame and,
in (b), the associated graph where the node represents a node inferred
from the median shape of the template.



objects in one or several frames, stop and go motion,
occlusion, etc.

. Combined quantification. Inferring a confidence
measure of the output.

3.5.1 Evaluation of the Detection Submodule

The detection of moving objects, as described in Section 3.1,
is performed after compensating for the motion of the
platform. The moving objects are detected as regions where
a residual motion subsists. The extracted regions are then

due to moving objects present in the scene, to the
inaccuracies of compensation algorithm used, and/or to
the presence of parallax. Consequently, the number of
regions extracted by the detection algorithm is larger than
the number of moving objects in the scene and cannot be
considered for quantifying the accuracy of the detection
algorithm unless a static camera is used or a perfect
egomotion estimation is achieved.

Our approach is based on a temporal integration of the
moving objects over a certain number of frames which we
call: the system's latency time (set here to five frames). This
latency time, or delay, helps us in selecting the moving
regions and distinguishing these blobs from inaccuracies due
to the compensation of the camera's motion. Moreover,
confidence in the extracted moving region increases as new
occurrences of the objects are detected in the processed
frames. Indeed, the length (see (7)) associated to each graph's
node (i.e., moving region) represents the number of frames in
which the object was detected. This scalar value allows us to
discard detected blobs which are due to misregistration of the

motion compensation algorithm since these regions have no
temporal coherence, characterized by a small length. Table 1
gives some results obtained over several set of video
streams acquired by the Predator UAV (Unmanned
Airborne Vehicle) and VSAM (Video Surveillance and
Activity Monitoring) platforms. These video streams
represent a variety of scenes involving human activity
and were used to evaluate the performance of our system.

The numerical values represent the output obtained at
different stages of processing. The ºMoving Objectsº
column represents the true number of objects moving in

the video stream, as provided by the user. The next two
columns represent the output of the detection and tracking

submodules, respectively. As we can see, the number of
regions detected is fairly large compared to the true number
of moving objects. These numbers correspond to the

number of regions where the normal flow field was larger
than a given threshold (10ÿ5, in all the experiments). The
detection column gives the distribution's plot of the number

of these regions over the processed sequence. Also, the
associated mean and variance are given as indicative

values. The temporal integration of these regions, over a
set of frames, allows us to reduce this number of regions
(given in the fourth column) and discard false detections

since regions due to noise are not temporally coherent.
However, some inaccuracies of the egomotion model or the

presence of a parallax can cause some regions to have a
coherent temporal signature. Finally, the column ªpaths,º
represents the number of trajectories considered as valid,

i.e., coherent temporal regions detected for more than
10 frames, which represents the latency time used in the

tracking. In some cases, the number of trajectories is larger
than the number of moving objects in the stream. This is
due to object trajectories being fragmented into several

paths and to failures in matching similar regions represent-
ing the same object. The remaining trajectories are due to
regions with good temporal coherence which do not

correspond to moving objects and are, mostly, due to
strong parallax.

3.5.2 Evaluation of the Tracking Submodule

The temporal integration of the detected objects and their
interrelationship allows us to infer from a collection of blobs,
representing the moving objects a set of paths corresponding

to the trajectories of the moving objects. The size of these paths
(i.e., the number of node belonging to the path) allows us to

easily filter out the regions where a temporal variation was
detected with no coherence over time.

Deriving, from this set of paths, a measure to evaluate
the tracking module is difficult since several issues have to
be considered: Among the detected objects, how many were
tracked correctly?
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Fig. 7. Trajectories of the truck and the car mapped on the generated mosaic along with tracks of regions corresponding to 3D parallax. These are
kept since they display good temporal consistency.



For each tracked object, how many paths form its

trajectory? These issues are relevant in the case of stop

and go motions or occlusion. Indeed, in the first case, the

trajectory of the object is fragmented into a set of paths.

These paths have to be merged into a single trajectory in

order to recognize the stop and go motion that occurs, for

example, in a checkpoint. The second case, partial or total

occlusion, is more subtle since, before merging the collec-

tion of paths, one has to identify the object being tracked in

order to recognize its different occurrences in the video

stream. In order to quantify the performance of the tracker,

we have defined a ratio that represents how long the tracker

maintain an identification of the same moving object. This

characterizes the persistence of the tracks. In Table 1, we

display, for a set of video streams, the number of paths

detected and the number of moving objects in the scene

along with the persistence ratio.

3.5.3 Quantification: Confidence Measure Definition

Finally, we have defined two metrics for characterizing the
Detection Rate (DR) and the False Alarm Rate (FAR) of the
system. These rates, used to quantify the output of our
system, are based on:

. TP (true positive): detected regions that correspond
to moving objects,

. FP (false positive): detected regions that do not
correspond to a moving object, and

. FN (false negative): moving objects not detected.
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TABLE 1
Quantitative Analysis of the Detection/Tracking Modules

The column ªMoving Objectº displays the number of moving objects (provided by the user) in the processed image sequence. The ªDetectionº
column shows some statistics on the number of detected moving regions. The temporal integration of these detected regions is displayed in the
ªTrackingº column. The use of a dynamic template and temporal consistency allows us to reject false detections. A trajectory is considered only if we
manage to track an object during a least 10 frames. Therefore, we display the number of moving regions, the number of inferred paths, and their
persistence. The last column shows the DR and FAR.



These scalars are combined to define the following metrics:

DR � TP

TP � FN and FAR � FP

TP � FP :

These metrics are reported in Table 1. As the number of
moving objects is small, these measurements may have
large variances. This table shows that the large number of
moving objects generated by the detection is reduced by the
tracking, leading to a perfect detection rate in all examples.
The large FAR in the last two experiments is due to
3D structures. In this case, further processing is needed in
order to distinguish true motion from parallax.

4 BEHAVIOR INFERENCE

Given trajectories of moving regions, the task of the behavior
analysis module is to identify the tracked moving regions as
mobile objects and interpret the scenarios relative to their
behaviors. In our case, the mobile objects correspond either to
humans or to vehicles. To achieve this task, the system must
correctly bridge the gap between the numerical image
features of mobile objects and the symbolic description of
the dynamic activities (e.g., ªthe car is speeding upº). This
process is difficult as numerous sources of uncertainty and
variation in the perceived data and the patterns of activities
exist, requiring the system to handle uncertainties at every
processing level systematically. Activities to be recognized
are also varied depending on the applications. They can be as
simple as a short movement such as ªwaving handsº or as
complex as a long series of events described by some
temporal and logical expressions. Our goal is to develop a
behavior analysis module that can correctly abstract image
feature information into symbolic scenarios in a systematic
way so that these scenarios can be easily reused and adapted
to the goal of applications or the quality of input data.

4.1 Related Work

There is a large amount of related work in the traditional
AI field. For example, Galton, in [18], generates complex
descriptions of human actions based on a set of generic
basic spatial and temporal propositions. In [37], Neumann
states that symbolic descriptions must be linked with
properties defined at the image level and describes car
scenarios based on a pyramidal hierarchy of motion verbs
with elementary motion verbs at the base of the pyramid
(corresponding to simple events) and complex ones at its
top (corresponding to scenarios). This work, however, is
targeted at defining activities at a symbolic level and not at
establishing a link to the lower image data level.

Among computer vision research, a number of ap-
proaches attempting to match image features to symbolic
activities have been investigated. For example, Davis and
Bobick [13] developed an activity recognition method based
on view-based template matching techniques. In this
method, action is represented by a temporal template
which is a static vector-image computed from accumulative
motion properties at each point of the image sequences. An
action is recognized by matching this template with the
templates of known actions. Even though impressive results
are obtained for short events in a constrained environment,
temporal segmentation of complex events, confusion

among similar movements, and occlusion are difficult to
handle. Davis et al. [14] represent simple periodic events
(e.g., walking) by constructing dynamic models of periodic
pattern of people's movements and is dependent on the
robustness of tracking. Inspired by a similar application to
speech recognition, the Hidden Markov Model (HMM) has
also been applied to activity recognition. Starner and
Pentland [42] use an HMM to represent a simple event
and recognize this event by computing the probability that
the model produce the visual observation sequence.
Parameterized-HMM [46] and coupled-HMM [3] are intro-
duced to recognize more complex events such as an
interaction of two mobile objects. Even though HMMs are
robust against various temporal segmentations of events, the
structure and probability distributions are not transparent
to human and need to be learned using iterative methods.
Therefore, for complex events, such networks and the
parameter space may become prohibitively large. Some
approaches use HMMs to represent primitive actions which
are combined to define longer temporal events. For
example, in [1], similar to probabilistic grammar parsing
applied in natural language understanding, the stochastic
context-free grammar parsing algorithm is used to compute
the probability of a temporally consistent sequence of
primitive actions recognized by HMMs. However, as the
grammar becomes more complicated (as in the case of
complex activities), the framework of stochastic parsing
may become difficult. Finally, AI techniques such as
temporal logic and algebra have also been applied in recent
work. For example, in [39], events are represented by a
network of subevents constrained by some temporal
relations. The recognition methods, however, may require
accurate event detection sensors. In [26], activities involving
multiple agents in a football match are recognized by belief
networks of events and specific functions that evaluate
temporal relations between two events.

In this paper, we propose an alternative representation
method, parts of which are similar to some of the above
approaches. The key differences are that the links from
high-level event descriptions to low-level image features are
explicit in our case and that we represent temporal relations
that we have found more common in our video surveillance
domain.

4.2 Context

Context plays an important role in how actions are
perceived and can guide their recognition. For example, to
detect a burglary in a supermarket at night when the store is
closed, it is sufficient to detect whether there is someone
performing an action ªpicking up merchandise.º However,
during the normal operating hours of the supermarket, this
action does not indicate a burglary. Hence, we need
different properties and methods to recognize it. In the
following, we explain how we define, represent, acquire,
and organize context and how its contents can be reused in
other applications.

Several definitions of context have been used in previous
work. For example, Nagel [36] defines the context of an
action analysis process as a complex structure, comprised of
generic descriptions for a spatial structures, temporal
changes associated with these structures, and the intention
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aspect of the action. Strat [43] defines the context of an

image understanding process as all information that may

influence the way a scene is perceived. In this paper, we

define Contextual Information as the accessory informa-

tion, other than sensed data, that is used during the

processing to help the process to complete the task

efficiently [5].
In our current application, we use two kinds of context:

spatial context and mission context. The main source of our
context is the scene environment information.

. Spatial context contains the spatial structures of the
scene, the symbolic names (e.g., roads, checkpoint
zones), and the static reference object of the
environment that belongs to the area (e.g., the
checkpoint).

. Mission context provides a priori expectations
about scenarios to be detected (according to the goal
of applications), specific recognition methods, and
their parameters. For example, the mission context
for ªmonitoring a checkpointº consists of a set of
recognition methods for interesting behaviors re-
lated to the checkpoint such as ªavoiding the
checkpointº and ªpassing through the checkpointº and
a set of parameters required by the methods such as
the expected size of vehicles.

In an ideal case, spatial context should be obtained from
the identities and the world coordinates of objects in the
scene which can be projected on to a 2D camera viewing
plane at each frame, given the viewpoint and the para-
meters of the camera. However, since these parameters are
not known for our examples, we use a 2D mosaic map as
spatial context. This 2D mosaic is generated from the input
sequence of interest based on affine transformation between
consecutive images. The map is preprocessed by decom-
posing it into a partition of zones delimited by polygons.
These zones and other static objects on the map are defined
by a human operator. At each frame, spatial context is
warped automatically into the current viewing frame using
the affine parameters obtained from the stabilization
method described in Section 3.1.1.

This decomposition helps us organize a larger and

complex space into smaller and simpler subspaces. Each

polygonal zone has a symbolic name (e.g., road, checkpoint,

etc.) which links to other contextual information (e.g.,

mission context) that is related to that zone. For example,

checkpoint links to the mission context related to ªmonitoring

the checkpoint.º When a car is approaching a checkpoint, via

this link we can trigger recognition methods to check if it is

passing through the checkpoint or it is trying to avoid the

checkpoint.
Other contextual information referenced by the link is

kept in a library. For example, the mission context related to

ªmonitoring a checkpointº may consist of several routines that

recognize all scenarios related to ªcheckpointº such as ªgoing

through the checkpoint,º ªavoiding the checkpoint,º etc. These

routines are kept in a library of recognition methods and

can be reused when we monitor similar scenarios or the

same scenarios at different scenes.

4.3 Scenario Representation

To bridge the gap between a high level, symbolic descrip-

tion of an activity and the signal level information provided

by the sensors, a hierarchy of entities is proposed. The

entities involved in the activity recognition process are

organized into three levels of abstraction: image features,

mobile object properties, and scenarios. First, the image

processing module detects moving regions and computes

several 2D image features using the visual data from a

single frame. Currently, we use eight features which

include height, width, speed, motion direction, and the distance

to a reference object. The tracking module then tracks the

detected regions which can correspond to noise, to a part of

a mobile object (e.g., an arm of a person), to one mobile

object (e.g., a person), or to a group of mobile objects (e.g., a

crowd). Image features are imprecise and are not inter-

preted. The behavior analysis module generates hypotheses

to consider the tracked moving regions as mobile objects

composed of one or several regions. Several layers of spatial

and temporal properties of these mobile objects are then

computed. Scenarios relative to the behavior of mobile

objects are analyzed based on the mobile object properties.

Fig. 8 shows the overview of our behavior analysis module.

For each mobile object, we analyze a set of predefined

scenarios. The system will output the recognized scenario

with the highest priority, recognition value, and likelihood

degree. Priorities of scenarios are provided as context by the

user based on the goal of applications. In the figure, spatial

context is used to compute mobile object properties.

Mission context is used to access the scenario recognition

methods related to the goals of the application. We describe

mobile object properties and scenarios in the following.
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Fig. 8. Overview of the behavior analysis module.



4.3.1 Mobile Object Properties

Mobile object properties correspond to either static proper-
ties (e.g., the width and the height) or instantaneous actions
(e.g., ªentering the checkpointº and ªto be in the zoneº) of
mobile objects and can be computed from input image
sequences. They have a numerical value and can be defined
in three ways: 1) from the corresponding image features,
2) from a set of subproperties, and 3) from the temporal
evolution of property values. Fig. 9 shows several layers of
mobile object properties used in our system.

At the lowest layer, mobile object properties are
computed from the corresponding image features by
applying some specific functions on the feature values
collected over a few number of frames to smooth the noisy
data (e.g., to remove the outliers or just to average the noisy
data). In our current system, three functions are used: mean,
multi-Gaussian, and filtering. Mean function computes the
arithmetic average of a list of features taken from a
temporal sequence. Multi-Gaussian function takes in the
current feature and estimates the property value based on
the (multi-Gaussian) distribution of the features collected
from the first frame to the current frame. The filtering
function takes in a sequence of feature values and estimates
the current value using linear regression. At a higher layer,
for a mobile object property that is defined from a set of
subproperties or context, we provide a set of arithmetic
functions (e.g., a division function to compute the ratio of
width property and height property) and other specific
functions (e.g., a function that estimates a trajectory or a
function that determines whether the mobile object lies
within a polygonal zone defined as context). For a mobile
object property that is defined from temporal evolution of
property values, several functions that take in a temporal
sequence of properties and compute the nature of its change
(e.g., increasing, decreasing, and stable) are provided. To
indicate how reliable the property value is, a likelihood
degree, ranging from 0 (unreliable) to 1 (reliable), is
computed using temporal coherence: If the current value
is coherent with the old ones, we increase the likelihood

degree by 0.1; otherwise, it is decreased by the same

amount.
Mobile object properties are defined in a generic way

(i.e., independent of applications) and are reusable for

different applications. They are represented by a model,

shown in Fig. 10a, composed of the following slots:

property name, involved objects and their roles, list of

subproperties, property value (numeric), method to com-

pute the value, likelihood degree of property, and a set of

methods to compute the likelihood degree.

4.3.2 Scenario Modeling

Scenarios correspond to activities that occur across a long

sequence of frames. They are described and recognized

recursively based on the properties of the mobile objects

involved in the scenarios. At level 0, a scenario is recognized

directly from the associated mobile object properties. For

example, speed of a car (to determine whether the speed of a

mobile object is matched with the expected speed of a car) is

recognized by comparing the property speed of the mobile

object with the Gaussian distribution of the car speed

(provided as a context by the user). At level n, a scenario is

recognized from a temporal combination of subscenarios
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Fig. 9. Several layers of spatial temporal mobile object properties are defined.

Fig. 10. Models of property and scenario are defined similarly. (a) Property

Model. (b) Scenario Model.



recognized at lower levels. We define two types of temporal
combinations: single-state and multistate.

In the case of a single-state combination, a scenario
corresponds to a constraint that a set of subscenarios must
be recognized at the same instant. For example, the scenario
ºthe car goes toward the checkpointº represents a single-state
combination of three subscenarios: ªthe distance between the
car and the checkpoint is decreasing,º ªthe direction of the car is
toward the checkpoint,º and ªthe speed of the car is decreasing.º
If these subscenarios occur simultaneously, this scenario is
said to be recognized. Scenarios defined through a single-
state combination are called single-state scenarios.

In the case of a multistate combination, a scenario
corresponds to a temporal sequence of subscenarios and is
called a multistate scenario. For example, the scenario ªthe
car avoids the checkpointº represents a multistate combination
of three subscenarios: ªthe car goes toward the checkpoint,º
ªthe car stops before the checkpoint,º and ªthe car goes away from
the checkpoint.º This scenario is recognized when its three
subscenarios are consecutively recognized.

Scenarios are represented by a model (see Fig. 10b) that is
similar to the property model but composed of eight parts:
scenario name, involved mobile objects, a combination type
(single state or multistate), a list of subscenarios, a recognition
value, a set of methods to compute the recognition value, a
likelihood degree, and a set of methods to compute the
likelihood degree. The recognition value of a scenario is a
numerical value, ranging from 0 (unrecognized) to 1
(recognized), that indicates the degree of recognition.

In contrast with other methods where image features are
linked directly to symbolic scenarios, our proposed hier-
archical scenario modeling method allows us to easily adapt
scenario models to suit the goal of the application of interest.

4.4 Scenario Recognition Methods

We describe the methods to recognize a single state scenario
and a multistate scenario in the following.

4.4.1 Single-State Scenario Recognition

In the case of a single-state scenario, a value is associated to
quantify the verification of the constraint that all subscenarios
are occurring or true at that instant. The verification process
combines the recognition values and the likelihood degrees of
the subscenarios to infer the recognition value of the single-
state scenario. The parameters (e.g., weights) used in the
combining process are currently determined by experiments
but can also be learned. The likelihood degree, which states
the stability of the scenario value, is then computed based on

temporal coherence to indicate how reliable the recognition
value is. During the processing, if the new scenario value is
above a threshold (provided by the user through mission
context based on the degree of image noise) and coherent with
the old ones, we increase the likelihood degree (ranging from
0 to 1) of the scenario by 0.1; otherwise, it is decreased by the
same amount. For example, the single-state scenario ªgetting
closer to a checkpointº can be verified by taking the average of
the weighed recognition values of its subscenarios (e.g., ªthe
distance to the checkpoint is decreasingº and ªthe direction of the
mobile object is towards the checkpointº), where the likelihood
degrees are used as the weights.

4.4.2 Multistate Scenario Recognition

If a scenario is represented by a temporal sequence of
subscenarios, it is recognized by a finite-state automaton
whose states correspond to the subscenarios. The automaton
transitions are computed from the recognition values and the
likelihood degrees of subscenarios. The transition between
state nÿ 1 and state n occurs when the recognition value and
the likelihood degree of the subscenario corresponding to
state nÿ 1 is achieved (i.e., above the threshold values) and
the recognition values of state n are larger than 0. The
recognition value of a multistate scenario is computed as the
average recognition value of its subscenarios. For example,
after the transition to state n is made, the recognition value is
computed as the cumulative recognition values of the
previously visited states (i.e., the recognition value of the
subscenario at the time the transition to the next subscenario
is made) up to state nÿ 1 added by the current recognition
value of state n. The recognition value is normalized by the
total number of state transitions. The likelihood degree of a
multistate scenario is computed by averaging the likelihood
degrees of its subscenarios.

At each frame, all subscenarios (states) are evaluated and
all possible transitions are considered. That is, all possible
temporal sequences of subscenarios are evaluated in
parallel such that, if evidence for a multistate scenario
exists, it will be detected. Fig. 11 shows a finite-state
automaton that recognizes the multistate scenario ªa car is
avoiding a checkpoint.º This scenario is composed of three
single-state subscenarios: ºthe car goes toward the checkpoint,º
ºthe car stops before the checkpoint,º and ºthe car goes away from
the checkpoint.º It is recognized when the three subscenarios
are consecutively recognized and the likelihood degree is
high enough (i.e., above a threshold).

All scenario recognition methods are organized as a
library. They are associated with a mobile object through
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Fig. 11. Automaton for the scenario ªthe car avoids the checkpoint.º



the link provided by the mission context. For example,
ªroadº provides a link to a set of scenario recognition
methods that are related to ªmonitoring a road.º Through the
methods based on the single state constraint verification
and the finite state automaton, scenarios described by our
scenario modeling approach can be recognized by
propagating the recognition values and the likelihood
degrees from the input mobile object properties at the
bottom level to the scenarios defined at a higher level.
When a recognized scenario matches with the goal of a
given application, an alarm is triggered. If the object of
interest performs an activity that is totally outside the scope
of all scenarios in the library, it will not be evaluated.

4.5 Experimental Results

We tested our system on several video-surveillance streams
obtained by the Predator UAV. The goal of these experiments
is to show that our system can 1) discriminate and correctly

recognize among competing scenarios, 2) recognize scenarios
given imperfect tracking results, and 3) recognize more

complicated scenarios involving several mobile objects.

4.5.1 Discrimination Among Competing Scenarios

First, we apply the system on the monitoring of checkpoints
(i.e., road blocks). Fig. 12 shows two image sequences
acquired at 15 Hz from an airborne platform. These sequences
depict two competing car behaviors related to the monitoring
of a checkpoint. Sequence A shows multistate scenario 1, ªa

car is passing through the checkpointº (defined as a normal
behavior). Sequence B shows related competing multistate
scenario 2, ªa car is avoiding the checkpointº(defined as an
abnormal behavior). The map of the scene is obtained from a
2D mosaic. We have drawn two polygons to delimit two
contextual zones: the road and the checkpoint. The rectangles
correspond to the bounding boxes of the moving regions

associated with the detection of the car and the lines
correspond to the car trajectory computed by the system.
Both scenario 1 and 2 are analyzed for each detected mobile
object on the road in these image sequences.

Fig. 13 shows the results of behavior analysis of
sequence A and B. Detected mobile objects and their
recognized behavior are shown in each row. The first
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Fig. 12. Two competing multistate scenarios related to the monitoring of

a checkpoint. (a) A car is passing through the checkpoint. (b) A car is

avoiding the checkpoint.

Fig. 13. Scenario with the highest likelihood degree is shown for each
mobile object detected in the image sequences. The system can
discriminate between two competing actions: ªPassing through the
checkpointº and ªAvoiding the checkpoint.º (a) Results at frame 163 of
sequence A. (b) Results at frame 208 of sequence B.



column shows the ID number and the most likely category
of mobile objects: human (H), car (C), or noise (N). The
second column is a bar graph that shows the recognition
result of each category. The last two columns show the most
likely scenario of the mobile objects and the recognition
results of its composite subscenarios if the scenario is a
multistate scenario. The numbers shown under the graph
bars indicate the derived likelihood degrees.

In Fig. 13a, at frame 163 of sequence A, object 4 is
recognized as ªa carº (as opposed to human and noise) and
its behavior is analyzed. Scenario 1, ªpassing through the
checkpoint,º is recognized with the highest likelihood degree
by consecutively recognizing its subscenarios: ªthe car is
going toward the checkpointº (S1), ªthe car is in the checkpointº
(S2), and ªthe car is leaving the checkpointº (S3), with the
likelihood degree of 0.38, 1.0, and 1.0, respectively. On the
other hand, scenario 2 is not recognized for object 4 because
subscenario ªthe car stops before the checkpoint,º required as a
second state of the scenario ªthe car is avoiding the
checkpoint,º fails to be recognized. Mobile objects 28 and
39 do not correspond to either a human or a car. Even
though the behaviors of these noisy moving blobs are
analyzed, the results show that ªgetting closer to the
checkpointº is matched with very low likelihood degrees of
0.35 and 0.45, respectively. These behavior recognition
results can, in turn, be used as feedback to low-level vision
routines to improve the detection and tracking results.

Fig. 13b shows the results of sequence B. At frame 208,
object 2 is recognized comparatively as both ªa carº and ªa
humanº due to the poor quality of the moving region
detection results. Scenario 2, ªthe car avoids the checkpoint,º
is recognized with the likelihood degrees of its three

subscenarios as 0.55, 1.0, and 1.0. Competing scenario 1,
ªthe car passes through the checkpoint,º fails to be recognized
for this object because the subscenario, ªthe car is in the
checkpoint,º is not successfully recognized.

4.5.2 Scenario Recognition on Poor Quality Tracking

Results

We applied our system to two other different sequences by
changing only the context to test our system on noisy data
and inaccurate tracking results.

Fig. 14 shows frame 135 of an image sequence where
several cars are crossing a bridge. In this sequence, the
3D geometry of the bridge causes a 3D parallax problem,
which sometimes leads to a faulty tracking of the vehicles. In
the same figure, we show our recognition result, where
object 104 is recognized as ªa carº and the single-state scenario
ªpassing on the roadº is recognized with the highest likelihood
degree. The recognition value of this scenario is computed by
combining the recognition of its subscenarios such as ªthe
mobile object is on roadº and ªthe trajectory is straight.º Other
scenarios such as ªspeeding upº and ªslowing downº are also
analyzed, but are recognized with lower priority, recognition
value and likelihood degree. Since a checkpoint is not defined
in the context, scenarios regarding the checkpoint are not
evaluated. As for object 312, since it has been tracked for only
a few frames, it is recognized as a car with a low likelihood
degree (below 20 percent) and the scenario ªdistance to
object 104 is constantº is not very reliable (40 percent). Mobile
object 276 corresponds to a car that was tracked for a long time
but is currently out of the viewing area.

Fig. 15 shows frame 55 of another sequence where
object 127, which corresponds to ªhuman,º is wandering
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Fig. 14. Correct vehicle behaviors are recognized on a sequence
containing a 3D parallax. In this sequence, objects are tracked unreliably
and are confused at times with other vehicles appearing near by.

Fig. 15. Behaviors of small mobile objects (human) with short tracking

are correctly recognized.



around on the road. In this sequence, the mobile objects
representing humans are small and tracked for only a few
frames (20 frames out of 200 frames). The same figure
shows the scenario recognition results for all detected
moving objects. Object 127 is recognized as a human and
the most likely behavior is ªpassing on the road,º which
matches our interpretation.

4.5.3 Recognition of Scenarios Involving Several Mobile

Objects

We also tested our system on the single-state scenario, ªthe

vehicle is followed by another vehicle,º which involves two

mobile objects. Fig. 16a shows frame 56 of an image sequence

where a car is following a truck. Our system recognizes that

mobile object 15 (a truck) ªis followed byº mobile object 50. This

scenario is recognized because all constraints such as ªthe

distance between object 15 and object 50 is almost constant,º ªboth

objects are on the road and heading in the same direction,º and

ªtheir trajectories are alignedº are verified.

4.5.4 Discussion of Results

To achieve the goal of a generic behavior analysis system, the

system must be applicable to a large number of sequences in

different scenes and, at the same time, adaptable to the goals

of various applications. This requires a general representa-

tional framework that provides a link from low-level image

data to long and complex activities.
In this paper, we provide a first, but crucial, step to achieve

this framework: a scenario modeling method that establishes

the link from low-level image data to symbolic scenarios in a

systematic way. This is achieved through three levels of

abstractions: image features, mobile object properties, and

scenarios. Properties are generic and can be applied on a large

number of sequences. Scenarios are represented by various

combinations of a set of available mobile object properties and

can be adapted to different applications.
Five sample scenarios were shown in Section 4.5. Even

though they appear to be simple, given the tracking

problems (e.g., mobile objects are sometimes not detected

for a few frames or confused with other mobile objects near

by) and behavior representation issues (discussed in

Section 4), recognizing these scenarios in real image

sequences is, in fact, a complex and challenging task.

Another interesting characteristic of these scenarios is the

fact that they are symbolic. Scenarios recognized by our

system can therefore be combined at the symbolic level

using temporal logic and other event reasoning [10], [22], [6]

to recognize more sophisticated activities (e.g., a long

combination of activities of several individual mobile

objects or activities at different scenes).
The effectiveness of our behavior analysis system is still

limited by the quality of detection and tracking of mobile

objects. Our recognition method can recover the loss of

tracking of mobile objects by comparing the spatial location

and the characteristics of the lost mobile objects with those of

other recently detected mobile objects. If they are similar in

the characteristics and in the same proximity, the tracking can

be retrieved. However, when the tracking of mobile objects is

lost for a long time or when several similar mobile objects

appear nearby, the behavior analysis may fail. We are

currently developing more robust recognition methods that

handle uncertainty in a more rigorous way. We have obtained

some satisfactory results toward the first step of the

development of these new techniques in [23].

5 CONCLUSION AND FUTURE WORK

We have addressed several problems related to the analysis

of a video stream. The system is based on the integration of

a detection and tracking module and a behavior inference

module and can handle noisy data and inaccurate detec-

tions. Further research and development is planned in

order to improve the stabilization by using other parametric

model such as quadratic or homographic projections. These

enhancements will improve the quality of the detection

algorithm. Also, special consideration will be given to the

quantification of false or nondetection rates. This will allow

us to infer a confidence measure for the obtained results.

Improving the reliability of the behavior inference module

will increase its stability with regard to false and nondetec-

tion of the moving objects. We propose an alternative

approach to represent and recognize behavior. We show by

real world examples that our recognition methods can

discriminate between related competing scenarios and can

handle a small amount of imperfect detection and tracking

of mobile objects. Scenarios involving two mobile objects

are also successfully recognized. Our recognition methods

can be made more robust against poor quality of detection
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Fig. 16. Vehicle behaviors related to another vehicle and results of

scenario recognition.



and tracking results, typical of real video streams, by

computing uncertainty in a more rigorous way. More

complex activities involving a complex combination of

symbolic scenarios computed by our systems can be

achieved by reasoning at symbolic level.
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