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ABSTRACT

We presents automatic face pose estimation system com-
bined with real-time face detection and tracking technique.
Foreground region in each frame from a video device is ex-
tracted by simple background subtraction method. Among
the regions, candidate regions of faces are estimated by sparse
run-length coding based analysis. Real-time detection Sys-
tem based on hybrid ICA-SVM can select the face region
among the candidate regions. The pose estimation method
by optimizing perspective projection of head cylinder model
is applied to the detected faces. By combination of face de-
tection and tracking technique with motion estimation al-
gorithm, we show the more stable system applicable to the
perceptual user interface system. The proposed system pro-
duces head pose information at the interactive rate (6 ~
15Hz) from video data acquisition to model visualization.

1. INTRODUCTION

Three dimensional head pose estimation technique has been
highlighted as a good alternative user interface. Instead of
keyboard or mouse, information like expression, pose, and
gaze from face has been considered as a good candidate for
user interaction with computer.

1.1. Related work

To construct the pose estimation system that can be applied
to the user interface system, three key techniques such as
face detection, tracking region, and pose estimation should
be combined. In this paper, we presents automatic pose es-
timation system using real-time face detection and tracking
and pose estimation algorithm.

First element necessary for proposed system is face de-
tection technique. Especially, real-time performance is re-
quired for the live video processing. Among many kinds of
techniques, feature-based approaches(ex. color, and edges)
are suitable for real-time face detection system [1][2][3].
But the instability and the unpredictability of the system is
the problem. Model-based approach like snake, deformable
template is more robust but need initialization for first[4].
Otherwise, image-based approach is robust but still have
time consuming process so it is not suitable for real-time

in general. Recently, face recognition techniques have been
applied to detect faces by checking if the selected region is
face or not. Several pattern recognition and learning tech-
niques like Neural Networks[5], PCA(Principal Component
Analysis)[6], Subspace method[7], Kullback information[8]
have been applied for face detection.

Recently, Support Vector Machine has been highlighted
for its robustness and efficiency for face detection[9]. Heisele
et al[10] are propose a group of SVM classifiers for pro-
cessing of each face component. Nowadays, Feature reduc-
tion and boosting algorithm are used for increasing process
speed of face detection [11][12].

There are also mixture method of several approaches of
face detection. After obtaining the candidate region of us-
ing feature-based method, robust image-based method can
finally determine and adjust the region of face. In this paper,
we implement the face detection method using support vec-
tor machine and instead of using raw face image as input,
we uses the extracted feature from the Independent Compo-
nent Analysis(ICA)[13][14].

The position of the detected face is used for initial infor-
mation to the pose estimation algorithm. Basu et al[15] used
3D ellipsoidal model to extract rigid motion by calculat-
ing optical flow information. Cascia [16] used texture map
onto the cylinder model by registration between consecu-
tive frames. Black and Yacoob invented optical flow based
regularization method to extract parameters of 2D planar
model[17]. To the contrary, the facial pose is estimated by
tracking the feature such as nose, eyes, and mouth[18][19].

1.2. Our Approach

In this paper, we propose the robust head pose estimation
and tracking method applicable to user interaction system.
Three key techniques such as face detection, face tracking,
and face pose recovery method are combined to realize the
robust head pose estimation system. We present a real-time
face detection system by combining estimation of candi-
date region and face classification technique. To recover
the head motion parameters, we present a simplified cylin-
drical model-based head motion recovery method inspired
by Kanade’s method[20]. Based on these techniques, we
propose the robust head pose estimation system.



The organization of this paper is as follows. Section
2 describes how to collect the candidate regions from the
subtracted region and how to track the regions after success
of detection. In the section3, we explain the face detection
method using hybrid statistical learning method. Section 4
discusses about the simplified head pose estimation method
based on cylinder model. In the section 5, We propose the
automatic head pose estimation system combining three key
techniques. In the section 6, we shows the results and per-
formance of our proposed system. Finally we conclude this
paper in the section7.

2. ESTIMATION OF HEAD POSITION USING
SPARSE RUN-LENGTH STRUCTURE

Instead of whole area of input image, collected regions are
tried to apply the algorithm for fast processing. We extract
the connected information from foreground regions as a re-
sult of background subtraction. Under the fixed exposure
condition of the camera, we get a foreground image by dif-
ferentiate the current frame from a reference frame includ-
ing only background.

For the foreground pixels in the image, we encode the
run-length This section is a description of how to calculate
the estimated size of the head and choose the region of can-
didate for face detection. In order to detect faces of various
sizes, we propose a simple estimation technique based on
the segmented foreground. Commonly, a multi-resolution
strategy is used. It consists of searching for faces in vari-
ous levels of the pyramid. Is is robust and accurate but not
suited to real-time application. In this paper we propose to
infer the size and image location of the face from the seg-
mented foreground regions.

At first, foreground pixels are encoded to horizontal run-
length for foreground region. While we scan the horizontal
line in each frame, connected pixels are grouped. Let us
denote the run-length as R; with index ¢. Each run-length
structure includes properties like start position in x direc-
tion o(R;), end position in x direction £(R;), and y po-
sition ¢(R;). For fast processing, instead of constructing
run-length at every scan line, we make a sparse run-length
information by skipping specified interval pixels.

For estimating size, we group horizontal run-lengths into
connected components by considering the distance between
run-lengths. The run-lengths with close distance are clus-
tered into same connected component group. We denote C},
as a connected component which is grouped according to
two distance criteria as denoted by Equation (1).

Ck = {Rl,Rm € CkHdl(Rl;Rm) < Al,dg(Rl,Rm) < )\2}
(D
where d; (R, R,,,) is the height (y direction) distance func-
tion for judging the proximity and dy(R;, R,,,) is the per-
centage of difference between sizes of two run-lengths. By

these two distance value, all run-length structure are clus-
tered into the unit of connected component.

For each connected component, we calculate position
of left(l(Ck))), right(r(Cy)), top(t(Cy)), bottom(b(C},)) as
shown below in equation (2) :
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As you can see, the position of top and bottom are deter-
mined by choosing uppermost and lowermost of run-length.
The position of left and right is done by averaging all of left
and right position to overcome noise.

For each frame, we calculate the four boundary values
of all connected components as shown above and try to col-
lect the possible candidates. By checking ratio of width and
height of the candidate, we ignore the component with too
big and small ratio because we have anatomical knowledge
that most human has a width to height ratio close to 1 or
1.2. We also discard small connected components. These
collected components are used to initialize the search region
for face classificaion and tracking.

Whenever the face recognizer succeeds in finding face
regions, boundary information of face region and corresponded
estimated head boundary information are stored and com-
bined. If there is no detected result in previous frame, the
estimated region is given to face recognizer as initial size
and position. Within chosen boundary from the estimated
region, our proposed algorithm detects face regions. In case
of successful detection, we get the positions of estimated
regions and detect regions for current frame. These two po-
sitions information are combined with relation of scaling
and translation as formalized in the following equation (6).

D.=81E.+T (6)

D, shows the position of detected region and E.. is the po-
sition of estimated region in current frame. S and T means
the transformation matrix of scaling and translation.

The characterization of the relationship between esti-
mation and detection allows us to reuse detection results
between without iterative usage of recognition module. If
there exists a detected region in the previous frame, we check
the amount of overlap between estimated regions of current
frame and previous frame. For highly overlapped regions,
instead of applying recognition process, we update the de-
tected result using geometric relations between overlapped
regions.



First, we calculate scaling and translation factor using
the geometric relation between estimation results of previ-
ous and current frame as described in equation (7).

E.=S2E,+ T, (N

where E,, is the position of estimated region in previous
frame. If we assume that there is not much transformation
between highly overlapped estimated regions in consecutive
frames, we directly estimate the detected region using just
geometric relations with previous frame without trying to
use face recognition module. As shown in equation (8), we
update detection result D, by substituting equation (7) for
E.. B

D, =S1(S2E, + T2) + T4 3)

The updated result 5c can replace the final detection result
of current frame, D, by the assumption above. In compari-
son to recognition module, the estimation and update algo-
rithm has lower computation complexity so we can expect
faster speed of our system.

3. FACE DETECTION BASED ON HYBRID
ICA-SVM METHOD

Real-time face detection system is necessary for automatic
face pose estimation. In this section, we describe the con-
struction of face detection module using hybrid ICA and
SVM based learning method. Among the classification tech-
nique, SVM has been recently used for detecting faces. Also
low computational complexity is convenient for real-time
applications.

The core problem for SVM-type classifiers is the train-
ing component. The choice of features considered dictates
the expected performances of the classification. Raw im-
ages can be considered as feature vectors but the capabili-
ties of the classification in detecting faces of different com-
plexion or in scene of variable illuminations will be very
limited. Instead of using directly raw images as an input
vector for training the SVM, an ICA representation of the
images is considered [21]. It allows to reduce the dimen-
sion of the data as well as increasing the performance of the
classification by relying on statistical features of the grey
level distributions.

ICA algorithm is to estimate matrix W when we assume
a linear mixture model(equation (9) and a reconstruction
model equation (10).

X =As 9)

where s are independent unknown sources X is observed
data.
U=WX (10)

X is the input vector which each column vector is one face
image is constructed by database images. Because the size

of matrix X is big, we use m eigenvectors of X denoted by
P,,. and then we apply the ICA algorithm on P,, instead of
X as follows:

WPF=U (11)

Pr=w-U (12)

X can be approximated as shown in equation (13).
Xrec:XPmPg; (13)

By Replacing P with equation (12), we can get equation
(14).
Xyee = XP, WU (14)

Using equation (14), ICA representation for each test image
can be calculated as follows:

¢c=I1P,W™! (15)

where I is 1 x N row vector of a test image and P,,,]V ! is
calculated during ICA denoted by K

We apply ICA algorithm twice for face images and non-
face images and then we get a pair of ICA feature per a test
image as shown in equation (16) to build a SVM training
vector.

c; = IK; (16)
Cnf :Ian (17)

We combine two feature vectors into one training vector
with class label as follows:

Tilzl = (Cgﬁcizf:di)é:l (18)

where d; = 1, —1 is the class label which 1 means the face
class and —1 is non-face class and [ is the number of train-
ing images. 7/_, is used to construct SVM. After extract-
ing support vector by execution of SVM algorithm, we can
classify whether the image is face or not by calculating the
distance value as following format:

!
f(z) = szgn(z yiNiK (z,z;) + b) (19)

i=1

The constructed recognizer is applied within specified bound-
ary from the estimated region. The algorithm detects whether
there exists a face or not in the considered region.

4. HEAD MOTION ESTIMATION AND TRACKING

Detected faces in the input image are used as an initializa-
tion of pose estimation since frontal faces are recognized
and tracked. To recover the motion information of head we
adopt a modified re-registration technique based on Kanade’s
method [20]. The shape of the head is assumed as a cylin-
der model. 3D points on the surface of the cylinder model



are mapped onto pixels of the captured image by perspec-
tive projection. The transformation parameter of each pixel
between consecutive frames is calculated by Lucas-Kanade
registration method[22].

The perspective transformation matrix is recovered by
optimizing the objective function as following equation.

minB(p) = (I(F(u,p),t +1) = I(u,1)>  (20)
ueQ

where I(u,t) means an image at time t with pixels u and
F(u, p) is parameter motion model using twist representa-
tion of rigid motion as shown by Bregler[23].

The Lucas-Kanade solution including weight compen-
sation process can be formulated as:

H= _(Z(w(luFu)T(IuFu)))_l Z(w([t(IuFu)T))

Q Q
2n
where I; and I,, means image gradient. The weights w are
updated in the direction of reducing the effects of outliers
and increasing importance of the center of the head cylinder
model.

The modified part of the original method is as follows.
Firstly, we add the re-initialization process while the algo-
rithm executes re-registration process. Whenever tracking
of head position is failed or overlapped region between cur-
rent template and warped image of last template is under
the specified percentage, the head pose estimation process
is paused and try to detect frontal face for re-initializing
the head pose estimation algorithm. Secondly, the abrupt
change between consecutive frames can cause the accumu-
lation of errors that cannot be compensated by weight calcu-
lation. We forcibly adjust the translation parameter among
the rigid body motion parameters by considering the dis-
placement of head position value tracked by face detection
and tracking method.

Though these modified methods don’t produce exact com-
pensation in the domain of 3D space, they are simply useful
for the purpose of user interaction and enable the propose
system to guarantee more long-term robustness.

S. AUTOMATIC HEAD POSE ESTIMATION
SYSTEM

With three techniques presented in previous section, we pro-
pose an automatic pose estimation and tracking system from
a live video. The proposed system is composed of face de-
tection, face position estimation, and head pose estimation
and tracking module.

At first, background subtraction enables to classify each
pixel is foreground or background. Pixels that corresponded
difference value between current frame and reference back-
ground frame is over specified threshold value are consid-

ered as foreground region. In the foreground pixels, we con-
struct sparse run-length structure and group adjacent runs
into connected components. By ignoring the connected com-
ponents that have extraordinary ratio of height to width, re-
gions including remained components are regarded as can-
didate region to apply face detection algorithm. Face de-
tection algorithm using hybrid statistical learning method is
applied to the candidate region. If the detection algorithm
succeed in classifying the region as face, the position of the
classified region is used to initialize the head pose recov-
ery algorithm. The extracted motion information is used for
interacting with computer.

While tracking the pose, the proposed system checks the
validity of the motion parameter. Whenever the system de-
tects the invalid motion parameter value, face detection al-
gorithm is executed for reset of head motion algorithm. In
this paper, we decided the case that the rotation value is
not inside -70 degree and 70 degree in the direction of pan-
ning and yawing. The modified pose estimation algorithm
is not robust in case of abrupt change of position ,i.e., big
translation. So, we use the displacement value as a result of
tracking face region to compensate the pose tracking value
about translation. If the translation value by pose recovery
algorithm is much smaller than the displacement of face re-
gion between consecutive frames, we modify the translation
value by adding displacement value.

6. EXPERIMENTS

In this section, we present how to implement our proposed
system and discuss about results. Prior to execute the pro-
posed system, two preparation processes are necessary. Firstly,
to construct real-time face detection algorithm, we need sta-
tistical learning process. We use total 3000 images (Faces
: 2000, Non-faces : 1000) for training. 2000 face images
are collected from FERET face database[24]. After speci-
fying reference feature points such as 4 eye corners, 1 tip
of nose, and 2 mouse corners, all face images are aligned
by affine transformation. For non-face images, we take tens
of background pictures including both outdoor and indoor
scenes using a digital camera. 1000 images are generated
by selecting regions randomly and cropping the part of im-
age with different size. Both face and non-face images are
also histogram equalized and the boundary of each image is
filled with black called oval masking to reduce the ambigu-
ity from the boundary of face.

We separately make ICA kernel for the prepared face
and non-face images. Figure (1) shows the basis images by
result of ICA algorithm. 24 x 24 resolution of images are
gathered into one matrix as a one image vectors. We make a
matrix including 64 eigenvectors from the gathered matrix
and apply ICA on this eigenvector matrix. The feature ex-
tracted by ICA is labeled with +1 or -1 to train the SVM.



Fig. 1. 64 ICA Basis Images for 2000 Face Images and 1000
Non-Face Images

As aresult of SVM training, we can get 384 support vectors
from 3000 ICA-based feature vectors for each image. Later,
these support vectors are used to classify if the class of the
arbitrary image is belong to the face class or not.

Secondly, to obtain absolute pose and position of head
from the camera, we need accurate calibration process to get
the reference information between captured image and real
geometry. Instead of using standard calibration algorithm,
we use simple method to get the position of head by rela-
tionship between size and distance from camera. We set the
head size is approximately same so the we can get the dis-
tance from camera by getting the size of head. At first, we
capture the paper including the black rectangle with some
amount of size (4cm) with several different distances. Us-
ing this information, we can infer the relationship between
actual pixel size, actual size and distance. Under the as-
sumption that head size is fixed, we can calculate approxi-
mate distance from the camera.

The proposed system applies background subtraction from

video input. For this segmented image, estimation, tracking,
and detection process are executed. The detected and esti-
mated results for the single and multiple person are shown
in figure 2. The white rectangle shows the estimation posi-
tion and blue one describes the final detected position. Face
recognition module searches the region around estimated re-
gion and tries to find the exact position of face.

The processing speed of face detection algorithm in-
cluding data acquisition and visualization of results is about
40Hz on average. When the system uses the face recog-
nition module,most time consuming part, the speed of all
the processing is above 25Hz. In most cases in the video
sequence, after succeeding in detecting face region, the sys-
tem tracks the face region instead. The process speed of
the case of tracking is above 50Hz. When more people is
coming inside the view of video, more processing time is
consumed for multiple usage of face recognition module.
In our experiment for two people, the speed is above 22Hz

Fig. 2. The estimation and detection results

on average. Table 1 shows the processing speed of each part
in the proposed system.

In order to evaluate the detection rate of the proposed al-
gorithm, the off-line test using the captured frames is done.
At first, we record video of 6 different single persons and
3 pairs of people including different kinds of movements.
Each set consists of 396 450 frames. We classify the cap-
tured sets of video into 4 classes such as normal, rapid,
small rotation, and large rotation. Normal means that the
movement in the video is smooth and it has no special move-
ment. Rapid is a footage including fast movement of head.
Small rotation means that the video data contains the normal
rotation including panning and large means that the footage
has the movement of large rotation including panning , tilt-
ing, and yawning. Table 2 shows the accuracy of experiment
for single person. Especially, in the case of large rotation,
the algorithm failed more frequently than any other cases.
We defined the metrics to quantify the performance of our
system. The detection rate (DR) and the false alarming rate
(FAR) are based on the scalars such as

e True Positive (TP) : number of detected regions that
correspond to faces,

e False Positive (FP) : number of detected regions that
do not correspond to faces,

o False Negative (FN) : number of faces not detected.



These numbers are used for generating rates using
_ _TP _ _FP
DR = 7pipy and FAR = 75775
The other metrics, the estimation rate and the corre-
sponding false alarm rate, are generated with similar scalars

for the estimation results.

Normal | SmallR  BigR Fast Total
Estimation| ER |93.94% 91.17% 80.42% 89.47 % | 91.40 %
FAR | 242% 515% 9.06% 428% | 3.77%

Detection DR |85.606% 8598% 73.15% 88.26% |81.26%

FAR | 434% 3.68% 1615% 3.29% | 7.58%
(ER : Estimation Rate, DR : Detection Rate, FAR: False Alarming Rate)

Table 1. Performance result for single person

We also get the accuracy for the multiple person situa-
tion. We recorded videos with 3 different types of move-
ments. As you can see in table 3, We classify the video
data into overlapped movements between two persons, fast
movement, and rotation movement. Complex situations be-
tween two people cause lower estimation rate and detection
rate.

Overlap  Rotation Fast Total
Estimation ER 3332% 8480% 8512% | 8557 %
FAR 2.10 % 4.38 % 5.32% 3.74 %
Detection DR | 2373% 3981% 7854% | 6521 %
FAR | 7.24% 5.62 % 4.52 % 5.51 %

(ER : Estimation Rate, DR : Detection Rate, FAR: False Alarming Rate)

Table 2. Performance result for multiple person

We apply the head motion recovery algorithm to the
detected face region obtained by real-time detection algo-
rithm. The average processing speed from video data ac-
quisition to visualization of approximate position and direc-
tion of head shows from 8Hz to 15hz. The varied speed of
the system depends on iteration number of the head motion
recovery algorithm and whether the detection algorithm is
executed or not during whole system are executed.

The calibration process enable the system to obtain the
absolute position and orientation from the installed cam-
era. Figure 3 shows that 3D cylinder model are perspec-
tively projected onto the face region in the captured image
and the model is appropriately transformed and fitted to the
change of face position and orientation. Three images of
right columns in the figure 3 shows the simple 3D model
visualization of absolute position and orientation from the
monitor on which the camera is attached. Whenever face
pose are estimated, the visualization results represent which
points of the monitor the person are looking at. In many
experiments, we verify the system is working properly.

Fig. 3. Pose estimation and visualization

7. CONCLUSIONS AND FUTURE WORKS

In this paper, we have described automatic head pose esti-
mation system working at the interactive rate(8Hz ~ 16Hz).
Real-time face detection algorithm using statistical learn-
ing method and estimation technique of head candidate con-
tribute to make the system fully automatic. Moreover, face
region tracking method for the detected region compensates
weakness of the system for the abrupt change of position
so increases the robustness of the system and enables to en-
dure long-term processing. By modification of Kanade’s
pose recovery, we obtain accurate head motion parameter
information. Three techniques such as face detection, the
estimation and tracking of face region, and head pose re-
covery algorithm are well combined to realize robust and
fast system that is applicable to user interface.

In the future, improved face detection algorithm that
find multiple person under less constraints enables to multi-
ple head pose estimation. Now, we uses simple calibration
method. instead, more accurate calibration will produce
more accurate position from the camera and obtain higher
resolution result of interaction from head movement. Track-
ing technique also can overcome the limit of our system.
Probabilistic approach like [25] contains the possibility of
choosing the alternative position so the propagation of error



is decreased.

The system presented in this paper can be used for the
extension of many applications related to face processing.
First of all, facial expression analysis can be added to this
face detection system and online facial expression analy-
sis and recognition system can be an important application.
Also, face feature detection and tracking is strongly related
to this system. We can use the detected region as a impor-
tant input to facial expression analysis.
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