










Why model visual attention?

• To computationally understand how 
the brain works 

• To interpret psychophysical 
experiments 

• To guide object recognition systems

• To build robust and adaptive active 
vision systems 







“Where” and “What” Visual Pathways

Dorsal stream (to posterior parietal): object localization
Ventral stream (to infero-temporal): object identification

Ryback et al, 1998
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Itti & Koch, Nat Rev Neurosci, Mar. 2001





















Eye Movements
1) Free examination

2) estimate material 
circumstances of family

3) give ages of the people

4) surmise what family has
been doing before arrival
of “unexpected visitor”

5) remember clothes worn by
the people

6) remember position of people
and objects

7) estimate how long the 
“unexpected visitor” has been 
away from family

Yarbus, 1967
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Riesenhuber & Poggio,
Nat Neurosci, 1999

The next step…
Develop scene understanding/navigation/orienting mechanisms
that can exploit the (very noisy) “rich scanpaths” (i.e., with 
location and sometimes identification) generated by the model.
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Extract “minimal subscene” (i.e., small number of objects and
actions) that is relevant to present behavior.

This requires biasing and pruning the “rich scanpaths” in a
task-dependent manner, such as to improve hit rate and to
eliminate false positives



Components of the model
• Question/task, e.g., “who is doing what to whom?”

• Lexical parser to extract key concepts from question

• Ontology of world concepts and their inter-relationships, 
to expand concepts explicitly looked for to related ones

• Attention/recognition/gist+layout visual subsystems to 
locate candidate relevant objects/actors/actions

• Working memory of concepts relevant to current task

• Spatial map of locations relevant to current task



Khan & McLeod, 2000
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The task-relevance map

Scalar topographic map, with higher values at more relevant locations



Model operation
• Receive and parse task specification; extract concepts 

being looked for
• Expand to wider collection of relevant concepts using 

ontology

• Bias attention towards the visual features of most 
relevant concept

• Attend to and recognize an object
• If relevant, increase local activity in task map
• Update working memory based on understanding so far

After a while: task map contains only relevant regions, and 
attention primarily cycles through relevant objects
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Beowulf + Robot =

“Beobot”



Outlook
• The idea of a unique topographic saliency map yields 

robust predictions of human bottom-up attention

• The challenge now is to develop algorithms that can 
extract the currently relevant  “minimal subscene”
from incoming rich scanpaths

• Such algorithms will, we believe, endow autonomous 
system with more powerful perceptual senses

• Publications, C++ source code, robot specs: 
http://iLab.usc.edu




