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Review
Glossary

BU influence: influence on the nervous system due to extrinsic properties of

the stimuli.

Conjunction search: search task in which a subject is required to find a target

item among several distractors, and the target is defined by a unique

conjunction of features. In this type of search task, locating the target is more

difficult because distractors share some of the features of the target and thus

the target does not obviously stand or pop out.

Covert attention: attention paid to a subset of the sensory inputs through

mental focusing.

Feed-forward sweep: first epoch of neural activity that travels from lower to

higher visual areas on the onset of a visual stimulus via feed-forward

connections.

Mandatory TD process: attentional process that influences sensory processing

in an automatic and persistent manner.

Overt attention: attention paid through orienting of sensory organs toward a

sensory input of interest.

Percept: mental impression of an external stimulus.

Pop-out search: search task in which a subject is required to find a target item

among several distractors, and the target is defined by a unique visual feature

not shared with any of the distractors. The target thus stands or pops out and is

easy to find.

Priority map: map of visual space constructed from a combination of

properties of the external stimuli, and intrinsic expectations, knowledge and

current behavioral goals.

Recurrent epoch: second epoch of neural activity that occurs after an initial

response to onset of a stimulus and is mediated by intra-cortical horizontal

connections and inter-cortical feedback connections.

Saliency map: map of stimulus conspicuity over visual space.

Set-size effect: in search tasks, a set-size effect is observed if the time required

to find the target depends on the total number of items in the display (the set

size).

Task-relevance map: map of behaviorally relevant locations over visual space.

TD influence: influence on the nervous system due to extra-retinal effects such

as intrinsic expectations, knowledge and goals.

Volitional TD process: attentional process that exerts influence on sensory
Attention exhibits characteristic neural signatures in
brain regions that process sensory signals. An important
area of future research is to understand the nature of top-
down signals that facilitate attentional guidance to-
wards behaviorally relevant locations and features. In
this review, we discuss recent studies that have made
progress towards understanding: (i) the brain structures
and circuits involved in attentional allocation; (ii) top-
down attention pathways, particularly as elucidated by
microstimulation and lesion studies; (iii) top-down mod-
ulatory influences involving subcortical structures and
reward systems; (iv) plausible substrates and embodi-
ments of top-down signals; and (v) information proces-
sing and theoretical constraints that might be helpful in
guiding future experiments. Understanding top-down
attention is crucial for elucidating the mechanisms by
which we can filter sensory information to pay attention
to the most behaviorally relevant events.

Introduction
Language is infused with idiomatic expressions that make
explicit the distinction between bottom-up (BU) and top-
down (TD) processes of attention.Wemight ask someone to
‘pay attention to the road’ while driving, which implies a
voluntary choice to allocate resources to a subset of the
perceptual input. Alternatively, we might remark that the
orange sports car really ‘caught our attention’. In this case,
the resource has been involuntarily captured rather than
voluntarily allocated. The distinction is not limited to
idiomatic expressions, but rather stems from disparate
modes of attentional processing [1]. BU attention is
deployed very rapidly and depends exclusively on the
properties of a sensory stimulus. By contrast, TD attention
is slower and requires more effort to engage.

In the modality of vision, the two modes (BU and TD)
give rise to the psychophysical phenomenon of pop-out and
set-size effects. In a typical visual search experiment, a
subject is presented with a number of items on a display
and is asked to find a target item within this display, such
as a bar with a particular orientation, or color, or a combi-
nation of the two. Pop-out occurs when the target item is
significantly distinct from the surrounding items (distrac-
tors), such as a horizontal bar among several vertical bars.
This different item automatically attracts BU attention (or
pops-out) rapidly and independently of the number of
distractors [2,3]. By contrast, when the target item is
distinguished only by taking into account the conjunction
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of its features, such as color and orientation, BU cues alone
cannot efficiently guide attention and TD attention must
be recruited to scan the display. This gives rise to search
times that increase with the number of distractors; in other
words, a set-size effect is observed. In most real-life situa-
tions, the responses of the nervous system to a sensory
input depend on both BU influences driven by the sensory
stimulus and TD influences shaped by extra-retinal factors
such as the current state and goal of the organism [4,5].

A distinction is also made between two types of TD
mechanisms. The first type is intuitively associated with
TD and is called the volitional TD process, which can exert
its influence through acts of will. The second type is known
as a mandatory TD process and it is an automatic, percept-
modifying TD mechanism that is pervasive and that voli-
tion cannot completely eliminate. The latter TD process
can develop through experience-dependent plasticity or
during development, and includes contextual modulation
processing through an act of volition, such as willfully shifting attention to the

right part of space.
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Figure 1. Mandatory versus volitional TD processes. (a) Rubin’s vase illusion is an

example of a volitional TD process. The percept can be switched from face to vase

and vice versa through act of will, demonstrating TD modulation of perceptual

processing in a volitional and dynamic manner. (b) Four frames from a

demonstration of a rotating mask that seems to be convex, even in places where

it is in fact concave. At the start of the rotation (top two frames), the mask is convex

and, as it rotates, the viewer begins to see the inside of the mask (bottom two

frames), but this still seems to be convex. This demonstrates an inherent bias in

perceiving faces as convex rather than concave, even when this contradicts BU

sensory information, and thus provides an example of mandatory TD processing.

Reproduced with permission from [134].
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of perception [5,6]. A striking example of the dichotomy
between these two mechanisms is presented in Figure 1.

Previous work has extensively studied the effects of TD
attention on target brain regions, including modulatory
effects in early sensory areas [5,7,8]. Significant progress
has been made in isolating the possible sources of TD
signals [9], especially within the now well-studied fronto-
parietal attention network [10]. Much less understood at
present are the exact pathways, contents, meaning and
form of the signals that are sent from the top down. Here,
we review recent findings from physiology, lesion and
computational studies that have attempted to elucidate
the mechanisms and signals involved in TD modulation of
sensory processing. To focus this review, we mainly con-
cern ourselves with visual perception and the volitional TD
process, although similar principles can apply in other
modalities.

Brain structures and circuits of visual attention
Visual processing begins in the retina, which sends parallel
streams of information to the brain through its diverse set
of retinal ganglion cells and their unique interactions
within the retinal circuitry [11]. A majority of retinal
projections reach the lateral geniculate nucleus (LGN)
and a much smaller number (approx. 10%) connect to
the superior colliculus (SC). The LGN sends projections
to the primary visual cortex (V1), the initial site of proces-
sing in the cortical feed-forward visual pathway. This
pathway has been functionally divided into the dorsal
and ventral streams [12]. The dorsal stream has been
described as the ‘where’ pathway and leads from area
V1 to motion processing areas [medial temporal (MT)
andmedial superior temporal (MST)] and parietal cortices.
The ventral or ‘what’ pathway comprises striate (V1) and
extrastriate areas (V2, V3, V4) and leads to the inferotem-
poral cortex (IT), believed to be the last feature-selective
area in the visual processing hierarchy.

Modulatory effects of attention have been observed in
the constituent structures of both the dorsal and ventral
streams. The first structure subject to strong attention
effects is the SC. The SC is a layered midbrain structure
that receives direct input from the retina, as well as
feedback inputs from area V1. Salient visual events are
represented in the superficial layers of the SC [13,14] and
can further combine, in the deeper layers, with TD infor-
mation to give rise to a priority map that guides attention
[14]. This attention map is probably shared or jointly
computed with the lateral intraparietal (LIP) region of
the cortex [15], the frontal eye fields (FEF) [16] and visual
cortices, through direct afferent connections from the cor-
tex to the SC, as well as indirect efferent connections from
the SC to the cortex via the pulvinar [17]. These connec-
tions are important for communicating attention-related
signals to higher cortical areas while bypassing the canon-
ical ventral pathway.

Situated a level above the SC in the visual processing
hierarchy, are the thalamic nuclei, which are involved in
processing many types of sensory information and are
susceptible to modulation by attention. The LGN is the
most visually responsive of the thalamic nuclei, and both
physiological studies in monkeys and imaging studies in
humans have shown that attention canmodulate signals in
the LGN [18,19]. The modulation includes enhancement of
neural responses to attended stimuli and suppression of
unattended stimuli [19]. Thus, visual sensory information
is already subject to attentional modulation even before
entering the cortex.

The first cortical stage of visual processing, area V1, is
the first major feature-sensitive area of processing and is
also modulated by attention. However, these effects are
relatively weak [20,21]. Moving up the visual processing
hierarchy from V1, V2, V4 to IT, receptive field sizes
increase and visual areas are progressively more sensitive
to features than spatial locations of stimuli. When atten-
tion is allocated to a certain part of visual space, neurons
encoding this part are facilitated (a phenomenon known as
spatial attention). The allocation of attention to a particu-
lar non-spatial feature, such as the color or orientation of
an object, facilitates neurons encoding the attended fea-
ture (feature-based attention). Along the ventral pathway,
extrastriate areasV4 and IT have large receptive fields and
effects of feature-based attentional modulation are more
evident. Motion-sensitive MT and MST areas are also
modulated by both spatial and feature-based attention
[22]. This tendency for combined modulation of sensory
signals by both spatial and feature-based attention
increases as the signals progress from lower to higher
cortical areas such as the LIP.

The LIP area has been studied extensively and several
excellent recent reviews have described its diverse roles in
211
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attention, reward, and occulomotor behavior [15,23,24]. It
is important to point out that responses in area LIP can be
driven by both BU factors, such as stimulus salience, and
TD factors, such has behavioral relevance of stimuli [25],
the current locus of attention [26] and occulomotor plan-
ning [15]. Therefore, the LIP is another candidate struc-
ture (beyond the SC described above) where BU and TD
influences can combine to give rise to a spatial prioritymap
[15]. The many facets of observed responses in the LIP can
be attributed to the fact that both BU and a diverse set of
TD influences can give rise to behavioral priority, and thus
modulate LIP responses, which suggests that the LIP
encodes priority in a manner largely agnostic to the factors
that caused the priority [15]. Through direct feedback
connections [27] or connections via the pulvinar to visual
areas (see below), the LIP can communicate the fused
signals to other brain areas for biasing or further atten-
tional processing.

FEF neurons also represent salient stimuli, specifically
stimuli that vary significantly from surrounding items in a
visual display (known as odd-ball stimuli). The FEF has
also been described as a region with neural responses
characteristic of a priority map [16]. Single-unit responses
in monkey FEF exhibit transients on stimulus onset,
followed by a later response (latency of �100 ms) that
discriminates an odd-ball stimulus from surrounding dis-
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tractors [14,16]. This suggests that the FEF computes
salience in the recurrent epoch rather than the initial
feed-forward sweep [28,29]. The FEF’s connections to mo-
tor neurons in intermediate and deep layers of the SC
make it an important structure in occulomotor behaviors
associated with attention. In addition to this role of the
FEF in representing BU salience, we examine in the
following section its involvement in projecting TD signals
to other regions of the attentional network.

Effects of attention have also been observed in prefron-
tal cortex (PFC). The PFC is thought to be involved in
short-term memory processes, and recent studies suggest
that the PFC also exhibits strong attentional selection
related signals [30,31]. Owing to its involvement in
short-term memory and its position high in the visual
hierarchy, it is also the primary candidate for generating
TD signals and sending them to sensory cortex for spatial
or feature-based attentional biasing.

Therefore, the LGN, the striate and extrastriate cortex
(areas V1, V4, IT andMT), as well as the SC, pulvinar, LIP,
FEF and PFC, are known to be involved in attentional
processes. Modulatory attentional signals are found as
early as in the SC (a brainstem structure) and in the
LGN, the first stop along the visual processing hierarchy
[18,19]. These signals act progressively sooner and with
stronger modulatory power going up from area V1 to area
IP
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IT [20]. These signals can bias attention for particular
visual locations [32], visual features [33–36], or both.
The characteristic signature of these attentional modula-
tions onto target sensory areas includes heightened gain,
sharpened tuning and other end-effects, as reviewed pre-
viously [8,37,38]. In the following section, we examine the
areas that are specifically involved in mediating TD atten-
tional signals.

Pathways of TD attention
In this section, we focus on lesion and electrophysiological
studies, particularly those using methods of microstimula-
tion and simultaneous recordings in the brain areas iden-
tified in the previous section. These areas form an
attentional network (Figure 2) and we consider how TD
information is relayed in this network. Microstimulation,
together with reversible inactivation [using either phar-
macological agents such as muscimol or transcranial mag-
netic stimulation (TMS)] and permanent lesion studies,
have enabled researchers to go from correlation to causa-
tion in the study of perception and attention (Table 1).

It has been suggested that all sensory stimuli compete
for entry into working memory [39]. Working memory not
only stores information, but also enhances this information
and actively generates TD attentional signals that bias
feature-sensitive brain regions, and is thus vital for accom-
plishing behavioral goals [39]. An elegant study demon-
strated that the PFC transmits the contents of working
memory to the visual system by using a posterior-split-
brain paradigm [40]. In this study, monkeys were pre-
sented with a visual cue in either the left or right hemifield,
followed by a probe stimulus. The task was to respond to
the appearance of the probe that had previously been
associated with the cued item. BU signals were recorded
by presenting the cue in the hemifield ipsilateral to the
recording site in the IT (i.e. direct BU path from the retina
up to IT), whereas TD signals could be recorded from area
IT by presenting the cue in the visual hemifield contralat-
eral to the recording site in the IT. The posterior callosum
transection precluded direct communication between visu-
al cortices from both sides of the brain, so it was hypothe-
sized that the TD signals were fed back from the PFC to
area IT (Figure 3a). To move to a more causal explanation,
the next experiment involved transection of the anterior
corpus callosum (thereby cutting that hypothetical path-
way), which resulted in a lack of response from the IT cells
[40]. These results demonstrated that TD signals correlat-
ing with working memory emanate from the PFC and feed
back into the ventral stream. Amore recent study also used
the posterior-split-brain paradigm in conjunction with uni-
lateral PFC removal and demonstrated that performance
on a search task was mainly impaired when the goal of the
searchwas switched on a regular basis [41]. This study thus
highlighted the importance of the PFC in switching the TD
context. It has also been found that microstimulation of the
PFC leads to biases in target selection towards or away
from the stimulation field, which demonstrates how TD
signals can affect occulomotor behavior [42]. Furthermore,
the sheer connectedness of the PFC suggests that its effects
are pervasive and are driven by a combination of goals,
rewards, salience, and planning of motor actions [9,39].
The next area proximal to the PFC, and an important
player in TD attention, is the FEF. Sub-threshold FEF
stimulation enhances responses of V4 neurons in the pres-
ence of a stimulus in their receptive field (Figure 4a) [43].
This demonstrates that descending TD signals from the
FEF bias processing in area V4. These results were repli-
cated in analogous regions of the barn owl [44]. The com-
parison of local field potentials (LFP, which may be
strongly driven by afferent inputs from other brain regions)
and spiking activity in the FEF (which represents intrinsic
activity of FEF neurons) revealed that target-selective
signals appeared in spiking activity before showing a
difference in the LFP, which suggests that spatial selection
was computed locally in the FEF [29]. There is speculation
that this emergence of selection is communicated down to
ventral regions through a synchronization of gamma-band
activity between the FEF and area V4 [45]. However, a
lesion study demonstrated that temporary inactivation of
the FEF (using a GABA-A receptor agonist, muscimol) led
to deficits not only in visually guided saccades, but also in
shifts of attention during either pop-out or conjunction
visual searches [46]. Contrary to an earlier study [29],
these findings suggested that the FEF, although involved
in covert attention, does not locally compute the selection
but is rather a participant in a network with heavy in-
volvement of the LIP.

Area LIP is strongly connected to the FEF and is inte-
gral to the attentional network through both anatomical
and functional characterization. Suprathreshold microsti-
mulation in the posterior parietal cortex (PPC), which
includes both area LIP and the ventral intraparietal area
(VIP), induces saccades; however, the current required to
induce saccades is significantly higher compared to that
required when microstimulating the FEF, which suggests
that the connection from the PPC to the occulomotor
systemmight not be a direct one. Subthreshold stimulation
results in a shift of covert attention [47]. Interestingly, a
non-spatial effect was also found whereby reaction times in
detecting a target decreased irrespective of whether a
valid, invalid, or no cue was presented [47]. This suggested
that microstimulation of the LIP can override the cue
signal and orient attention to the visual location corre-
sponding to the site of stimulation. Evidence from lesion
studies demonstrates that damage or inactivation of the
LIP causes deficits only in the presence of multiple stimuli
[48,49]. These results point to an additional role of the LIP
in resolving competition among stimuli represented at
lower levels through TD connections to these levels [7,50].

The aforementioned studies did not, however, differen-
tiate between the dorsal (LIPd) and ventral (LIPv) sub-
divisions of the LIP. In a more recent study, the effects of
local reversible inactivation (using a GABA-A receptor
agonist) in areas LIPd and LIPv have been studied sepa-
rately [51]. Interestingly, the many dimensions of LIP
responses demonstrated previously [23] were shown to
reside in disparate subdivisions of the LIP. Inactivation
of the LIPd affected performance on simple saccade tasks
but left visual search intact, whereas temporary lesions of
the LIPv led to deficits in both search and saccadic perfor-
mance [51]. The authors stressed that deficits in saccadic
performance after LIPd inactivation were far smaller than
213



Table 1. Microstimulation and lesion studies of different brain structures involved in attention.a,b

Brain region Microstimulation studies Refs Lesion studies Refs

Implications for attentional processing Implications for attentional processing

SC Shift of spatial attention [55] Deficit in target selection [58,68]

Perceptual facilitation at site of stimulation [56] Deficit in perceptual decision in

presence of distractors

[60]

Selection of target independent of motor plan [57]

Signal transmitted to MT via Pulvinar [70]

LGN Elicits visual percepts [111] Eliminates residual visual responses in

extrastriate cortex after V1 lesion

[112]

Disruption of smooth pursuit eye movements [113]

Deficits in target detection (human) [110]

Pulvinar

–

No deficit in saccadic behavior [67]

No deficit in visual search [68]

Deficit in suppression of distractors during

search (human)

[65]

Spatial and temporal attention deficits with

anterior and posterior lesions respectively

(human)

[66]

V1 Target selection disrupted with upper layer

stimulation, facilitated with lower layer stimulation

[114] Deficit in motion detection and discrimination [117]

Lower current thresholds needed for evoking

saccades in lower layers

[115] Deficit in saccade targeting [118]

Median current of 5.2 mA (6.6 mA) required for

behavioral detection of stimulationc

[116]

V4

–

Deficit in distractor suppression when

target and distractor are inside RF of neuron

[119]

Deficit in distractor suppression [133]

IT/TE Biases perceptual judgement in visual classification [53] No behavioral deficit when lesion is made in

infantile monkeys

[120]

Bias in selection of stimulus category [54] Deficit in distractor suppression [119]

Median current of 10.3 mA (11.3 mA) required for

behavioral detection of stimulationc

[116]

MT Bias in motion direction discrimination [122] Loss in perception of motion [124]

Bias in motion direction during stimulus

presentation but not during memorizing

period

[123] Loss in perception of motion more evident in

noisy conditions

[132]

Median current of 10.1 mA required for behavioral

detection of stimulationc

[116]

LIP Sub and suprathreshold stimulation lead to covert

and over shifts of attention respectively

[47] Deficit in distractor suppression even when

stimuli are non overlapping within RF,

contrast with [121]

[49]

Bias in visual selection [125] Dorsal lesion leads to occulomotor deficits

ventral lesion leads to attentional and

occulomotor deficit

[51]

Affects performance in tasks requiring spatial

attention

[48]

FEF Enhanced response elicited in V4 [43] Deficit in target detection [46]

Facilitation akin to allocation of covert attention [126] Enhanced contrast sensitivity in fovea but

not periphery (human)

[128]

Bias toward direction of saccade plan rather

than location of attention

[127] Disruption of facilitation by saccade plan to

location corresponding with stimulation site

(human)

[129]

PFC Bias in target selection [42] Loss of TD signal recorded in IT [40]

Disruption in saccadic activity [130] Decrease in behavioral performance when cue

is frequently switched

[41]

Elimination of acetylcholine release in sensory

cortex after stimulus presentation (rat)

[131]

aAll studies have been conducted in monkeys unless otherwise denoted.

bRF, receptive field; SC, superior colliculus; LGN, lateral geniculate nucleus; IT, inferotemporal cortex; MT, middle temporal area; LIP, lateral intraparietal area; FEF, frontal

eye fields; PFC, prefrontal cortex.

cStimulation current values reported in two monkeys (see [116] for details).
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Figure 3. Role of the PFC in mediating TD attentional signals. (a) Posterior-split-brain paradigm. In this study, monkeys had to associate stimulus A with stimulus B [40].

Stimulus A was then presented as the cue, followed by a probe stimulus, and the task was to release a lever when the probe matched the associated stimulus B. Neurons in

the inferotemporal cortex (IT) were recorded in one hemisphere while the cue was presented either contralateral to the recording site (BU condition, i.e. information about

the cue could reach area IT directly; top-left panel) or ipsilateral (TD condition, i.e. information about the cue could only reach area IT via the anterior corpus callosum; top-

right panel). The bottom panels show neural responses in BU (black trace) and TD (blue trace) conditions. The left-hand plot shows the responses after a posterior split,

demonstrating how cue information could reach area IT in both the BU and TD conditions. The right-hand plot shows complete abolition of the TD signal after a full split of

the corpus callosum (CC). This is one of the clearest demonstrations of the two different types of signal, BU and TD, recorded in a visual area. Reproduced with permission

from [40]. (b) 3D rendering of macaque monkey brain showing regions involved in visual processing and TD attention. The areas include the first visual area (V1), fourth

visual area (V4), medial temporal cortex (MT), lateral intraparietal cortex (LIP), frontal eye fields (FEF), inferotemporal cortex (IT) and prefrontal cortex (PFC). The blue arrow

shows the pathway for TD signals investigated in the experiment shown in (a). Rendering of the brain was done using a macaque atlas data set [135] processed using the

Caret software [136].
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those observed after inactivation of the FEF and SC. They
thus concluded that the LIP might influence or modulate
the motor decision but that the final decision is made by
more downstream structures such as the SC and FEF. This
coincides with the view that attentional selection might
indeed be separate from motor selection [23]. As discussed
previously, the diversity of properties exhibited by LIP
neurons might reflect the fact that it encodes priority
without regard for what caused the priority, BU or TD
influences.

We now consider feature-selective visual areas V1, V2,
V4, MT and IT. These visual processing areas drive BU
attentional signals and are targets for TD attentional
biasing signals. For accurate biasing of sensory signals,
specific local circuitry and the nature and size of receptive
fields in each of these areas must constrain the nature and
granularity of TD signals. Two types of feedback signals
from higher cortical regions or thalamus can influence the
visual processing areas [52]. One type of feedback signal
can flow between a higher visual processing area to a lower
one within the visual processing hierarchy (Figure 4b).
Another type of feedback signal can flow between an
attention area such as the FEF and a processing area such
as area V4. Figure 4a presents data from a study that
demonstrates a specific example of this type of feedback
signal [43]. The flow of TD attentional signals from the
PFC to area IT is another example of how TD attentional
signals from higher cortex can influence a feature sensitive
sensory area [40]. Microstimulation in area IT results in
biases of object recognition [53], or even of face detection
when microstimulating face-selective sites within area IT
[54]. The striate and extrastriate cortices, therefore, are all
amenable to modulation by TD attention through feedback
connections from higher to lower visual areas.

In summary, TD signals can emerge from the PFC to
bias visual cortices through direct connections, such as
from the PFC to area IT, or possibly through the pulvinar
(see below). Similarly, there is evidence that a direct
connection from the FEF to area V4 might exist, which
further demonstrates the possible communication of TD
information from higher cortex to sensory areas. TD sig-
nals from the PFC probably contain detailed information
about the target and this informationmight be used to bias
feature-selective areas of sensory cortex. The FEF and LIP,
215



[()TD$FIG]

FEF
microstimulation

80

0 250 500 750

Time (ms)

S
pi

ke
s 

s-
1

1.0

2.0

3.0

4.0

FEF microstimulation

V4 recording

(a) (b)

V5 - TMS 
suprathreshold

V1 - TMS 
subthreshold

-100 100V5-V1 asynchrony (ms)

Conditioning to test stimulus asynchrony (ms)

-80 80-60 60-40 40-20 200

P
ho

sp
he

ne
 r

ep
or

t

TRENDS in Neurosciences 

Figure 4. Role of feedback from higher to lower cortical areas in mediating attention and perception. (a) Neuronal activity from visual area V4 was recorded in monkeys

simultaneously as the frontal eye field (FEF) was microstimulated (top panel). Histogram of neuronal activity in area V4 (bottom panel) in the control condition (black) and

the stimulation condition (red). Clear enhancement of the response is evident after FEF stimulation. This demonstrates the role of frontal areas in modulating responses in a

sensory visual area such as area V4. Reproduced with permission from [43]. (b) Visual area V5 in human subjects was stimulated with suprathreshold transcranial magnetic

stimulation (TMS) pulses, followed by subthreshold TMS stimulation of visual area V1 [137]. The top panel shows the TMS paradigm used. The bottom panel shows a plot

of subjective report by human subjects of phosphene perception resulting from TMS stimulation as a function of time lag between V1 and V5 stimulations (negative X

values correspond to area V1 stimulation before area V5). A Y-value of 1.0 indicates that the subject perceived that a phosphene was present and moving; a value of 2.0

indicates that a phosphene was present but the subject was uncertain of motion; and a value of 3.0 indicates that the subject could see the phosphene but it was stationary.

Results show that disruption of V1 activity between 5 and 45 ms after V5 stimulation results in the absence of motion, which thus demonstrates the importance of feedback

signals to early visual areas for the perception of motion. Reproduced with permission from [137].
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in particular, might host spatial maps encoding the behav-
ioral relevance of visual space dependent on both BU and
TD factors.

Subcortical influences on TD attention
Evidence suggesting that cortical areas have a strong
influence on attention was discussed in the previous sec-
tion. There are also several subcortical areas that play a
crucial role in defining and communicating attentional
signals (Figure 5a). It has been demonstrated that the
phenomenon of change blindness, in which changes to a
particular part of a visual scene go undetected, could be
eliminated in monkeys by placing an attention-grabbing
salient stimulus in the location where the blindness occurs
[55]. Interestingly, the same effects were also observed by
microstimulating the SC where receptive fields overlapped
with the region of blindness [55]. This demonstrated that
stimulation of the SC is equivalent to adding salience to a
region of space; in other words, the SC can strongly bias
attentional deployment. Another study demonstrated en-
hanced behavioral performance on a perceptual task with
stimuli at locations corresponding to the site of stimulation
in the SC [56], mimicking the effects of a shift of attention.

In another study, microstimulation of the SC in mon-
keys led to a bias in target selection decisions [57], which
demonstrates that the SC is also involved in target selec-
tion. Conversely, inactivation of the SC led to target selec-
tion errors [58]. The SC is therefore involved in both
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attentional selection and saccadic behavior. One study
was able to elegantly dissociate saccade preparation sig-
nals from attentional signals [59], which clarified any
ambiguity about the dual roles of the SC in occulomotor
behavior and attentional control. This study involved re-
cording from visual, visuomotor, and motor neurons in
monkey SC. This revealed that visuomotor neurons encode
the shift of covert attention (Figure 5b). It has also been
shown that the SC is involved in gating covert attention
signals used for making perceptual decisions by higher
cortical areas [60].

The SC connections to the FEF and LIP, together with
its role as an occulomotor structure, make it an important
structure inmediating covert and overt attention. Further-
more, given its direct involvement in occulomotor behavior,
it has been suggested that the SC could host the final
priority map that guides attention based on a fusion of TD
and BU attentional signals received from cortex and else-
where [14].

Moving up the neuraxis to the thalamus, three impor-
tant nuclei associated with visual functions are found: the
LGN, the thalamic reticular nucleus (TRN) and the pulvi-
nar nucleus. The LGN and TRNmodulate their signals in a
reciprocal manner (Figure 5c). When monkeys attended
inside the receptive field of the recorded TRN neuron, the
responses of this cell were reduced, whereas responses in
the LGN were enhanced [18]. This reciprocal response in
the TRNandLGNneuronswas found in the initial phase of
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Figure 5. Role of subcortical structures in attention. (a) Schematic drawing of circuitry that has been proposed to be involved in the generation of eye movements towards

locations of reward ([78]). The cortex sends excitatory inputs to both the superior colliculus (SC) and the caudate nucleus (CD). The CD in turn inhibits the substantia nigra

pars reticulata (SNr), which then reduces its tonic inhibition on the SC. A disinhibited SC enables eye movements to be made. Reproduced with permission from [78]. (b)

Neuronal activity from a visuomotor cell in the SC. Monkeys were first presented with a spatial cue, followed by an oriented stimulus at the cued location. Monkeys then

made a saccade in the direction corresponding to the orientation of the stimulus. The orientation was always orthogonal to the location of the cue, and this dissociates

shifts of attention from saccadic behavior. The plot shows responses of a visuomotor SC cell, which shows significant activity in the attention shift period (between the

dashed lines) that occurs immediately after presentation of the cue, whereas purely motor cells in the deeper layers of the SC did not show such a response (data not

shown). Reproduced with permission from [59]. (c) Neuronal activity recorded from the thalamus in awake behaving monkeys. The monkeys were presented with a central

cue that instructed them to attend to one of two peripheral oriented bar stimuli, one inside the receptive field (RF) of a recorded neuron and one outside the RF. The top

shows the spike density of a magnocellular lateral geniculate nucleus (LGNm) neuron that exhibits an enhanced response when the monkey attends to a stimulus inside the

RF (ATTin condition) of the neuron compared to when the monkey attends to a stimulus outside the RF (ATTout condition). The bottom shows responses in the thalamic

reticular nucleus (TRN), which responds in a reciprocal manner to the LGNm neuron exhibiting an enhanced response when attention is allocated to a stimulus outside the

RF. Therefore, the TRN might gate responses in the LGN. Reproduced with permission from [18].
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the response to a visual stimulus. In a later phase, the TRN
response remained unchanged, but attention further en-
hanced responses in LGN. These results suggest that (i)
the TRN serves as the initiator of modulation in the LGN
and (ii) attentional modulation begins at an early stage in
the LGN. The TRN therefore plays a crucial role in modu-
lating visual signals at a very early stage of processing.

The pulvinar is a hyperconnected nucleus of the thala-
mus that has been implicated in the function of visual
attention based on anatomical [17,61–63], physiological
[64], lesion [65–68] and computational [69] studies. It
has been shown that a monkey’s ability to suppress dis-
tractors is diminished when the pulvinar is pharmacologi-
cally inactivated via administration of muscimol [64].
Relay neurons have also been identified in the pulvinar
by microstimulating the SC and area MT while simulta-
neously recording from cells in the pulvinar [70]. This
study adds to evidence of a subcortical route for visual
signals to reach higher cortex via the pulvinar. At the same
time, its bidirectional connections with higher cortical
areas make it a potentially important structure in mediat-
ing TD signals. However, the pulvinar remains an under-
studied nucleus, and further studies on this particular
brain nucleus are warranted.

Subcortical structures, therefore, both modulate signals
in areas encoding BU and TD information, such as the LIP
and FEF, and receive TD information from higher cortical
areas, directly or possibly through the pulvinar. The SC
itself is believed to host a priority map, but this priority
map might have closer correspondence to representations
needed formotor decisions, including occulomotor behavior
and head movements. Thalamic nuclei, including the LGN
and TRN, modulate visual signals early on, before they
reach cortex, and the pulvinar might be a key relay in
communicating attentional signals from one region to
another. Subcortical structures are also heavily involved
and influenced by reward and emotion, as discussed in the
following section.
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One emerging theme is that disparate modes of proces-
sing might exist in the different brain regions identified
above. Areas such as the LIP and FEF, and subcortical
structures such as the SC, might normally operate in a
feature-agnostic mode, encoding salience and facilitating
or inhibiting regions of visual space according to behavioral
goals, but without regard to detailed visual features. (This
does not, however, preclude these areas from developing
feature selectivity through operant training [16], condi-
tioning [71] or task demands [72]). Conversely, visual
cortices (areas V1, V2, V4), the IT and the PFC might be
operating in a feature-committed mode, modulating
responses depending on the exact visual features that give
rise to BU salience and/or TD relevance. The pulvinar
might then serve as a bidirectional translator, converting
fine-grained, feature-committed TD signals to coarser,
feature-agnostic TD signals and vice versa. This dichotomy
between feature-agnostic and feature-committed TD sig-
nals gives rise to interesting hypotheses about possible
mechanisms in which TD attention exerts its influence on
neural responses in sensory cortex, and thus affects atten-
tional allocation and gaze behavior.

The role of reward and emotion in TD attention
Until recently, studies of visual attention have tradition-
ally tended to avoid non-visual aspects of cortical and
subcortical neuronal responses to manipulations of atten-
tion. This has begun to change with a small number of
psychophysical and electrophysiological studies that have
explored the interplay between reward and attention.

To investigate the role of reward in modulating atten-
tion-related responses in the LIP, stimulus selection has
been dissociated from motor selection in monkeys [71].
With training, LIP neurons exhibit a strong sustained bias
toward the location of a conditioned stimulus, even when a
saccade in the opposite direction was required to reveal the
outcome of the trial. This suggests that LIP neurons encode
‘the value of information’ [23] and prioritize spatial loca-
tions based on this value.

Studies using operant conditioning paradigms demon-
strate effects related to improvements in the volitional TD
process. However, learning is also the primary method for
augmenting the mandatory TD process. It has been shown
that the FEF develops systematic biases, akin to a man-
datory TD signal, thereby facilitating shifts of attention in
the direction of the feature when it is present at any
location [73,74]. More recently, a similar tendency was
found in humans performing a visual search task in which
the target changed on every trial, which therefore preclud-
ed subjects from simply learning a limited set of target
features [75]. Subjects’ performance improved, demon-
strating an improved ability to quickly extract information
from a brief preview of the target before each trial, and to
then use this information to shape TD signals and guide
attention. Learning and reward paradigms can therefore
influence ability to both generate TD biasing signals (i.e.
volitional TD process) and introduce systematic biases (i.e.
mandatory TD process).

Reward plays an important role in modulating atten-
tional signals, and the basal ganglia, which consist of
dopaminergic nuclei in the substantia nigra pars reticulata
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(SNr), the caudate and the putamen, are essential in
encoding reward signals [76]. The basal ganglia are inte-
grally connected to the occulomotor system through the
connection of the SC to the SNr [77]. Reward signals (TD)
from frontal cortices are transmitted to the caudate, which
then inhibits the SNr, which in turn pauses the tonic
inhibition from the SNr to the SC, releasing it from inhibi-
tion and enabling saccades [78]. This follows a more gen-
eral scheme in the CNS in which the basal ganglia circuit
continually inhibits movement of all limbs until an explicit
command to make a motor movement is received from
cortical or subcortical regions. Furthermore, it is also
possible that reward plays a strong role in influencing a
subcortical salience map that can cause instant occulomo-
tor reflexes.

A recent study has shed new light on the SNr to SC
connection by demonstrating that SNr fibers connect not
only to excitatory neurons in the SC, but also to local
GABAergic neurons in the intermediate layers of the SC
[79]. Therefore, the SNr is involved in shaping the balance
of inhibition and excitation in the local SC circuit. SC
involvement in attentional selection and the strong role
of the SNr in reward render the SNr–SC connection an
important one because in most studies, especially physio-
logical studies in monkeys, paradigms are based on the
elements of operant conditioning and reinforcement learn-
ing with a crucial role for reward (see [78,80] for more
detailed discussions).

Sensory processing is also amenable to modulation by
brain regions encoding emotions. In particular, it is known
that the amygdala has reciprocal connections with both
early and late visual areas and can thus give priority,
through modulation, to stimuli of ecological relevance
[81]. Using a combination of functionalmagnetic resonance
imaging (fMRI) and a study of lesion patients, it was found
that visual areas such as the fusiform gyrus receive input
from the amygdala and exhibit enhanced responses to
affective stimuli [82]. Suchmodulation by emotionmatches
response enhancement observed through attentional allo-
cation. Furthermore, it has been shown that emotional and
attentional modulations can act independently, as ob-
served in patients with lesions of the amygdala, whose
fusiform cortex exhibited responses modulated by atten-
tion but not emotion [82]. Affective stimuli can therefore
impinge on sensory signals independently of attention;
however, the very enhancement due to emotional valence
might render the stimuli salient and thus draw more
attention. Attention and emotion might thus act indepen-
dently on the sensory signals and the behavioral relevance
of these sensory inputs might be determined by the cumu-
lative effects of both attention and emotion.

One proposal for neural mechanisms and regions in-
volved in fusion of affective inputs with purely visual
aspects driving attention has recently been suggested
based on a search task in human subjects using fMRI
[83]. The frontoparietal spatial attention network, consist-
ing of the superior parietal lobule (SPL), the inferior
parietal lobule (IPL) and the FEF, was activated when
the cue was purely spatial. However, when the cue con-
tained both spatial and emotional information, limbic and
subcortical structures including the posterior cingulate
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cortex (PCC), the amygdala and the orbitofrontal cortex
were activated, in addition to the frontoparietal network.
This study also found selectivity in the PCC for responding
only to cues that had emotional valence [83]. These results
suggest that the cingulate gyrus, which receives inputs
from the amygdala and sends outputs to the frontoparietal
network, might serve as the gateway for affective inputs to
fuse with spatial biasing signals. This gives rise to a TD
salience map in the frontoparietal network, complete with
affective and spatial priority information.

Although evidence remains limited, a number of studies
have demonstrated links between the attentional network
and reward and emotional centers. Such connections must
be taken into account when considering TD networks,
because most experimental paradigms involving TD atten-
tion to date have used reward and/or emotional valence to
train and motivate human or animal participants.

The role of oscillatory activity and neuromodulation in
TD attention
It has recently been suggested that synchronous activity (in
the gammarange, 50–80 Hz) between cortical regionsmight
serve as the basis for attentional facilitation and cortical
computations [84]. In this proposal, neuronal populations
representing inputs anddecision centers all consist of rhyth-
mically activeneural ensembleswithdistinct excitatory and
inhibitoryphases. Inhibitory interneurons ineachensemble
rhythmically inhibit excitatory pyramidal neurons, thereby
establishing a rhythm. Two neural ensembles can then
synchronize through phase-locking. This gives rise to a
winner-take-all mechanism among two competing inputs
feeding into a single higher cortical decision area, through
synchronization between the higher area and one selected
input. Synchrony between the input andhigher areas can be
established in a TD or BUmanner. In the TD case, a region
in higher cortical regionsmight establish a gamma synchro-
ny with a lower sensory area by phase-locking.

Data from several studies demonstrate that gamma
oscillations in the cortex are correlated with attention
[45,85]. Disparate brain regions might synchronize their
activity in the gamma band when an animal is attending to
a particular stimulus. A specific example of this type of
coupling is that observed between the FEF and area V4 in
monkeys. When attending to a stimulus, coupling through
gamma oscillations during attention was observed be-
tween neurons in the FEF and V4 [45]. Oscillations in
lower frequency bands, such as the alpha and delta bands,
have also been implicated in sensory selection [86]. Spe-
cifically, in the presence of rhythmic stimuli, delta band
oscillations in visual cortex entrain to the rhythm of the
stimuli [86]. In doing so, periods of excitability in sensory
cortex are aligned with events in the attended stream. In
this manner, behaviorally relevant events in the input can
be detectedmore reliably. The same study also showed that
the phase of the low-frequency band can modulate ampli-
tudes in higher-frequency bands, such as the gamma band
essential for attention. Thus, oscillations in both the gam-
ma and lower-frequency bands are essential neural
mechanisms for sensory selection and attention.

The neurochemical basis for attention further supports
the notion that synchrony is a possible mechanism for TD
attention. Several studies have described acetylcholine
(ACh) as the major neurotransmitter involved in mediat-
ing attention at the neuronal level [87]. Using pharmaco-
logical manipulations, it was found that attentional
modulation in area V1 could be enhanced by low doses
of ACh [88]. Furthermore, injection of a muscarinic ACh
receptor (mAchR) antagonist eliminated such facilitation,
but a nicotinic ACh receptor (nAChR) antagonist did not.
This demonstrates that ACh acts through mAChRs to
modulate attention. Such modulation might enhance pro-
cessing in sensory areas, a property of TD attention. It has
been demonstrated that pharmacological modulation of
glutamatergic transmission in the PFC causes an increase
in cholinergic release in the PPC [89]. Given the evidence
from the studies discussed above, it is reasonable to hy-
pothesize that one neurochemical process by which the
PFC could be involved in TD biasing is modulation of ACh
release in sensory areas.

One method that has been suggested for achieving
gamma synchrony is the disinhibition of pyramidal cells
from inhibitory interneuron activity through cholinergic
inputs [90]. This suggests that the cholinergic system
might also give rise to the gamma synchrony correlated
with attention [84]. Taken together, this evidence suggests
that one possible mechanism involved in the selection of
relevant sensory stimuli is via modulation of ACh by
higher cortical regions, such as the PFC, onto sensory
cortical regions, which in turn would induce more powerful
gamma synchronies between sensory and higher cortical
regions. However, it is currently unclear whether gamma
synchrony modulation or firing rate modulation is the core
mechanism involved in TD attention. This question was
addressed using a biophysically realistic computational
model of a single layer of visual cortex receiving attentional
inputs [91]. The model of the visual cortex consisted of
neurons with glutamatergic synapses. These synapses
were modeled with two types of glutamate receptors,
AMPA and NMDA. Modulation of the ratio of AMPA to
NMDA receptor conductance gave rise to both firing rate
and gamma synchrony modulation in an independent
manner. This suggests that TD attention might be able
to regulate these two systems in an independentmanner to
set or modify gain in sensory areas. Despite the paucity of
conclusive empirical evidence, neural gamma synchrony
and the concept of glutamatergic modulation in PFC giving
rise to ACh modulation in sensory areas provide a compel-
ling potential neural mechanism for TD attention.

Computational modeling
Physiological studies have guided several theoretical and
computational models of attention. Building on the influ-
ential feature integration theory [2], guided search theory
hypothesizes thatmassively parallel pre-attentive process-
es can be guided by TD biasing for features and locations
[92]. This theory brings TD elements to a basic BUmodel of
attention [93], which computes individual features at dif-
ferent scales and then combines these features to form a
saliency map. A unifying normalization model of attention
has recently been proposed and accounts formany effects of
TD attention onto visual areas (Figure 6a) [37]. In this
model, the neuronal population response of sensory cortex
219



[()TD$FIG]

Feature bias Spatial bias Context

X

Stimulus

Stimulus drive

Attention field

Final response

Response
normalization

Top-down influences

Task ...

(a) (b)

Task dependent
top-down influences

Input BU salience map TD salience map BU*TD priority map

Test
movie

Features Saliency
model

Learner Predicted
eye positions

Compare
& score

Observed
eye positions

BU*TD

TRENDS in Neurosciences 

Bottom-up
prediction

Top-down
prediction

Figure 6. Computational modeling of TD attention. (a) Model of attention processing inspired by the normalization model of attention [37]. A visual stimulus can be

processed by early visual processing stages and this gives rise to stimulus drive. Stimulus drive can then be combined with an attention field that can provide TD

modulation over space. Although the model does not specify how the attention field is formed, we hypothesize that TD influences are responsible for this. Note how some

TD signals might directly modulate or shape the stimulus drive (e.g. by shifting receptive fields or affecting orientation preference). After combination with the attentional

field, responses undergo divisive normalization and contrast gain control before outputting the final response. Figure adapted with permission from [37]. Example input
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scenes and observed eye movements (e.g. drivers tend to look to the right when the road turns right). During testing, exposure to similar scenes gives rise to a TD salience

map (similar to the attention field in (a)), which is further combined with a BU salience map (similar to the stimulus drive) to give rise to the final BU*TD priority map that

guides attention. Blue diamonds represent the peak location for each map and orange circles represent the current eye position of a human player. Figure adapted with

permission from [97].
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to a stimulus is determined by a competitive normalization
process that combines stimulus drive, suppressive drive
and an attention field. Although this model successfully
captures a wide range of single-unit observations, it does
not elucidate how the attention field is formed. This con-
cept is related to the idea of a task-relevance map, a
topographical map of visual space that might highlight
locations or features of current behavioral relevance and
might then act as amask or filter over the BU salience map
[94]. The task-relevance map might be populated by com-
bining information about desired features (e.g. look for red
items), cued spatial locations (e.g. instructions that the
target is to the right), scene gist and context (e.g. when
looking for a stapler in an office, focus first on desktops),
short-term memory of objects and features at previously
visited locations, and TD expectations arising from reason-
ing about what has been discovered so far in light of the
task (e.g. if searching for a computer mouse, finding a
keyboard and reasoning that the owner of the machine
might be right-handed might bias attention to the right of
the keyboard) [94]. Interestingly, recent human neuroim-
aging data provide direct support for such task relevance or
TD salience map possibly located in the intraparietal
sulcus (IPS). Indeed, it has been shown that the latter
combines, into a single topographic (or, at least, latera-
lized) map, information about both TD-relevant locations
and TD-relevant features [95], and emotional or motiva-
tional value of a cued target [83,96]. In a biologically
inspired large-scale computer vision implementation, a
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similar combination of a TD attention field and BU saliency
map was used to predict eye movements of humans en-
gaged in complex tasks (e.g. combat flying or first-person
exploration video games) [97]. Given the complexity of
these tasks and the multiple interacting TD goals involved,
thismodel did not attempt to fully analyze and recognize all
objects in scenes and to assess them in light of the task
goals. Instead, the TD map was obtained from learned
associations between particular types of scenes (summa-
rized by a simple vector of features capturing their gist) and
the locations that humans looked at when engaged in the
same task and exposed to similar visual scenes (Figure 6b).

At one extreme, TD attention signals might just consist
of a single bit of information – to ‘enhance’ or not – with
target visual areas interpreting it in different manners
depending on context and on visual inputs. One advantage
of such a solution is the low TD communication bandwidth,
but an obvious drawback is the inflexibility of signal con-
tent. At the other extreme, the brain areas where TD
signals originate might address every sensory neuron
individually and explicitly modulate the neuron’s activity;
for example, increasing gain by some specific amount,
sharpening tuning, and increasing baseline activity. Such
a schemewould affordmaximal flexibility, but at the cost of
both enormous TD communication bandwidth and high
computational requirements in areas where TD signals
originate, to compute the exact values for all these signals.
The true nature of TD signals is likely to lie between these
two extremes, as further elaborated below.



Box 1. Outstanding questions

� What is the bandwidth of the TD signal transmitted from one

region of the brain to the next? Figure I illustrates the two types of

signal. A narrow-bandwidth signal (yellow arrow) defines single

weights for individual features, whereas a broadband signal (blue

arrow) defines the distribution of gain and tuning over the feature

space, as well as the interactions within a feature dimension.

� Are TD signals relayed to visual areas through a central hub (e.g.

the pulvinar) or does a more distributed mechanism reflect the

reality of communication of TD signals to sensory areas?

� What is the representation or encoding of TD signals? In concrete

terms, how are behavioral goals represented and communicated

to sensory neurons that are tuned to specific features?

� What (if any) computations take place subcortically, independent

of the cortex, that would influence attention modulation of

sensory perception?
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Figure I. Narrow-band versus broad-band TD biasing signals. The TD biasing

signals transmitted from one area ‘A’ of the brain to another area ‘B’ can be

either narrow-band (yellow arrow) or broad-band (blue arrow) in nature.

Narrow-band signals consist of a small set of weights that bias feature

preferences in a coarse manner. The bar graph shows a signal that applies a

higher gain to neurons tuned to red rather than blue in the color feature

dimension, neurons tuned to shallow rather than steep orientations, and

neurons tuned to brighter rather than darker stimuli. Broad-band biasing

signals (bottom) contain a greater amount of information and might facilitate

biasing of features in a detailed manner, weighing gain, tuning and feature

interactions independently. Rather than simply setting a weight along a feature

dimension, as is the case in the narrow-band example, broad-band TD signals

might set a biasing profile along the feature dimension, as shown in the

example graphs. Green curves show a biasing profile for gains of neurons

along a feature dimension. Blue curves show a biasing profile of tuning of

neurons; a peak here would indicate a bias or shift of tuning of neurons for the

particular feature value. The interaction triangles on the right show biases for

feature interactions. For example, along the hue dimension, there are two hot

spots, one indicating a preference for simultaneous occurrence of yellow and

red hues and another indicating a preference for red and blue hues.
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The Guided Search model lies towards the low-band-
width end of the spectrum, with TD signals imposing
spatial attention modulation over coarse regions of visual
space and coarse visual features (e.g. a single TD attention
weight for each of red, green, blue or yellow colors, or steep,
shallow, left or right orientations) [92]. Two recent studies
have refined this proposal. First, in human eye-tracking
experiments it has been shown that attention and gaze can
effectively be guided towards rather fine sub-bands of basic
visual features, such as mid-luminance items among low-
and high-luminance items, and similarly for size and color
saturation [98]. Furthermore, these results have been
formalized with a signal-to-noise ratio (SNR)-maximizing
model for feature search, whereby the TD gain applied to
each sensory neuron is proportional to its ability to distin-
guish the target of behavioral interest from background
clutter [99]. Taken together, these two studies suggest that
the bandwidth or granularity of TD signals is unlikely to be
extremely low, but rather might consist of at least a few
bits for each fine-grained feature sub-band, sufficient to
convey optimal biases from the top down. The bandwidth
(and number of descending connections) might be higher if
different biases can be communicated to different locations
of sensory space. At the high extreme, the aforementioned
normalization model of attention assumes a highly de-
tailed attention field over space and features [37], implying
high-bandwidth TD signals.

Beyond the nature and bandwidth of information con-
veyed from the top down, computational models have
proposed a number of connectivity styles that might be
embodied in the biological reality of TD connections. On
the one hand, one model has identified a specific dedicated
structure (the pulvinar) as a hub or relay for TD signals to
reach target visual areas [69]. On the other hand, a more
distributed model suggests that TD signals are embedded
within the visual areas themselves [100]. In this model, a
stimulus is selected at the top level based on an initial
sweep of feed-forward information. The spatial selection
signals then propagate back and tune lower levels of the
(cortical) visual processing hierarchy through a cascade of
winner-take-all mechanisms. This view involves retro-
grade propagation of signals over the processing hierarchy
as opposed to direct connections (or through one or a few
relays) between top and bottom. A number of models also
give specific roles to direct or indirect connections among
different levels of the hierarchy, for example between the
PFC, FEF, TE and V4 [101]. These models are important
because they develop hypotheses for the meaning of large-
scale connectivity between brain areas, and these are
beginning to be explicitly tested in biological networks
using graph-theoretic analyses [102]. Nevertheless, there
is a clear lack of specific computational (and experimental)
studies that systematically investigate the granularity,
bandwidth and specific wiring of TD signals.

Finally, computational theories and models have
started to provide hypotheses for the meaning of TD sig-
nals. For example, models based on feedback connections
from higher cortical areas have been placed in a Bayesian
framework, with the suggestion of a generative model that
produces a hypothesis about a percept (the prior), then
combines this with evidence from BU information to make
a final decision on the percept [103]. This approach has
been formalized in a hierarchical Bayesian framework
[104]. Although these ideas have so far been explored more
in the context of the mandatory TD process, they can also
221
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be placed in the context of the volitional TD process.
Volitional TD control could then be understood as updat-
ing, biasing or disambiguating the prior based on high-
level tasks, contextual cues or behavioral goals. In com-
puter-vision models using these principles, it has indeed
been shown that TD attention provides great benefit over
pure BU processing [105]. For example, TD information
can more effectively guide visual search for specific objects
in natural scenes (e.g. pedestrians in street scenes) by
limiting the search to spatial locations of high prior or
posterior probabilities [106–108]. Although computational
models have made some headway in both incorporating
experimental data and generating predictions to guide
further experiments, much remains to be done both exper-
imentally and theoretically to unravel the mechanisms by
which TD attentional mechanisms influence BU proces-
sing (Box 1).

Conclusion
Attention modulates sensory signals early in the process,
exerting its influence on the SC and the thalamus before
further modulating signals in cortex. The cumulative
effects of this modulation based on both TD and BU
influences might be represented by a priority map over
visual space. Although there is some debate about the
exact locus of the priority map, it is clear that the LIP,
FEF and SC exhibit properties that are compatible with
the existence of a spatial map encoding behavioral rele-
vance of spatial locations. These three regions might joint-
ly compute or host such a map that is agnostic to the
features that caused the priority. Thus, the map fuses both
BU and TD influences and drives motor output.

Higher cortical areas such as the PFC send detailed TD
signals to sensory areas for biasing of spatial and non-
spatial features. Such signals fuse together with reward-
related and emotional signals to form the TD influence on
attention, which might be reflected in the priority map.
Subcortical regions, through their close connection to the
reward systems in the brain and their coupling with motor
systems, exert strong influences on attentional signals, in
addition to being major targets of attentional modulation
for motor output. Feedback connections are both pervasive
and crucial for the transmission of biasing signals ema-
nating from higher brain regions, especially the frontal
cortices that are involved in working memory processes
and send descending reward signals. Computational stud-
ies highlight the important constraints on the nature,
granularity, bandwidth and connectivity style of TD con-
nections. There is a pressing need to buildmodels that take
into account physiological data, particularly from micro-
stimulation and lesion studies, which could help to deter-
mine the contributions of specific areas to the
computations necessary for attentional guidance.

Although the exact mechanisms of TD attention have
yet to be completely delineated, there are sufficient data
available to demonstrate that attention is mediated by the
merging of TD and BU information. As William James
eloquently stated, ‘ The attentive process, therefore, at its
maximum may be physiologically symbolized, by a brain-
cell played on in two ways from without and from within’
[109].
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