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Future interactive virtual environments will be “attention-aware,” capable of predicting, react-
ing to, and ultimately influencing the visual attention of their human operators. Before such
environments can be realized, it is necessary to operationalize our understanding of the relevant
aspects of visual perception, in the form of fully-automated computational heuristics that can effi-

ciently identify locations that would attract human gaze in complex dynamic environments. One
promising approach to designing such heuristics draws on ideas from computational neuroscience.
We compared several neurobiologically-inspired heuristics with eye movement recordings from five

observers playing video games, and found that heuristics which detect outliers from the global dis-
tribution of visual features were better predictors of human gaze than were purely local heuristics.
Heuristics sensitive to dynamic events performed best overall. Further, heuristic prediction power
differed more between games than between different human observers. While other factors clearly

also influence eye position, our findings suggest that simple neurally-inspired algorithmic methods
can account for a significant portion of human gaze behavior in a naturalistic, interactive setting.
These algorithms may be useful in the implementation of interactive virtual environments, both

to predict the cognitive state of human operators, as well as to effectively endow virtual agents in
the system with human-like visual behavior.

Categories and Subject Descriptors: H.1.2 [Models and Principles]: User/Machine Systems—
Software Psychology; I.2.10 [Artificial Intelligence]: Vision and Scene Understanding—Percep-

tual Reasoning; I.3.3 [Computer Graphics]: Picture/Image Generation—Viewing Algorithms

General Terms: Algorithms, Experimentation, Human factors

Additional Key Words and Phrases: active vision, computational modeling, eye movements, im-
mersive environments, video games, visual attention

1. INTRODUCTION

How do we decide where to look? The advent of convenient eye-tracking systems
has opened the door to a greater understanding of the relationship between eye
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Fig. 1. Four game frames with the eye position of one human (small cyan square, arrows) gazing

back and forth between Mario and an adversary in a video game console system. Computational
image-processing heuristics drawn from biological vision could help such systems predict and adapt
to the behavior of their human operators.

movements and visual perception. At the same time, ever-increasing computer
power has allowed our understanding of visual perception to be applied in progres-
sively more powerful computational models of visual processing. Several nascent
application domains will rely heavily on such models in the future, including: in-
teractive computer graphics environments (“virtual reality” or video games, as in
Figure 1), both in entertainment as well as more sober applications such as flight
and driving simulators; visual prosthetic devices that will enhance the abilities for
people with normal and impaired vision alike; machine vision systems that will
automate mundane tasks, or provide a layer of redundancy for people performing
safety-critical visual tasks.

One foundation for such advances will be a thorough understanding of the rela-
tionship between visual cognition and eye movements. Recent behavioral studies
have shown that this relationship can be quite precise during the execution of a
visually-guided behavioral task: the vast majority of fixations are directed to task-
relevant locations, and fixations are coupled in a tight temporal relationship with
other task-related behaviors such as reaching and grasping [Hayhoe 2004]. Further-
more, eye movements often provide a clear window into the mind of an observer; it
is often possible to infer what a subject had in mind as he or she made a particular
eye movement. For example, in a “block copying” task, where subjects had to repli-
cate a physical assemblage made of elementary building blocks [Ballard et al. 1995],
the observers’ algorithm for completing the task was revealed by their pattern of
eye movements: first select a target block in the model by fixating it, then find a
matching block in the resource pool, then revisit the model to verify the block’s
position, then fixate the workspace to place the new block in the corresponding po-
sition. Other studies have used naturalistic interactive or immersive environments
to give high-level accounts of gaze behavior in terms of objects, agents, “gist,”
and short-term memory [Yarbus 1967; Henderson and Hollingworth 1999; Rensink
2000; Land and Hayhoe 2001; Sodhi et al. 2002; Hayhoe et al. 2003; Bailenson
and Yee 2005], to describe, for example, how task-relevant information guides eye
movements while subjects make a sandwich [Land and Hayhoe 2001; Hayhoe et al.
2003] or how distractions such as setting the radio or answering a phone affect eye
movements while driving [Sodhi et al. 2002].

While such perceptual studies have provided important constraints regarding
goal-oriented high-level vision, additional work is needed to translate these descrip-
tive results into fully-automated computational models that can be used in the
application domains mentioned above. That is, although the block copying task
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Fig. 2. An overview of experimental approaches to gaze behavior. Studies can be roughly catego-

rized according to the type of stimuli (rows), and according to the type of model used to account
for observed gaze behavior (columns). The current study represents an entry into the lower-right

corner of the table, using quantitative models to predict gaze behavior with naturalistic dynamic
stimuli and an interactive task.

reveals observers’ algorithm for completing the task, it does so only in the high-level
language of “workspace” and “blocks” and “matching.” In order for a machine vi-
sion system to replicate human observers’ ability to understand, locate, and exploit
such visual concepts, we need a “compiler” to translate such high-level language
into the assembly language of vision—that is, low-level computations on a time-
varying array of raw pixels. Unfortunately, a general computational solution to this
task is tantamount to the “hard problem” of computer vision.

For that reason, computational models of eye movements to date have relied
on simpler stimuli and tasks to demonstrate low-level regularities in eye move-
ment behavior. For example, it has been shown that humans preferentially gaze
towards regions with: multiple superimposed orientations (corners or crosses) [Zet-
zsche et al. 1998; Privitera and Stark 2000]; above-average spatial contrast (variance
of pixel intensities) [Reinagel and Zador 1999], entropy [Privitera and Stark 2000],
and texture contrast [Parkhurst and Niebur 2004]; and above-average “saliency”
[Parkhurst et al. 2002; Peters et al. 2005] as computed by a biologically-inspired
model of bottom-up attention [Itti et al. 1998]. Yet these results are typically
obtained with static scenes (still images) and address only low-level, bottom-up
image properties. Adding a temporal dimension and the realism of natural inter-
active tasks brings a number of complications in trying to realistically predict gaze
targets with a computational model.

Figure 2 shows one way of categorizing existing research on gaze behavior along
two dimensions. First, the type of stimuli used can vary from artificial “laboratory”
stimuli to naturalistic three-dimensional environments; second, the type of “model”
used to explain the behavior can be either qualitative (offering an explanation of
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the behavior in high-level terms) or quantitative (explaining the behavior in terms
of low-level computations performed on the raw visual input). No relative merit is
ascribed to the different categories; rather, research in all of the categories will be
needed to reach an eventual complete understanding of visual perception and gaze
behavior. To a first approximation, research in areas toward the bottom and toward
the right of the table relies more on modern computer power—either for rendering
complex virtual environments or for implementing complex computational models—
and thus has become practical only relatively recently.

Within the framework of Figure 2, the present study is an attempt to enter new
territory for the first time: namely, to use purely computational models to predict
gaze behavior in an interactive task with naturalistic, dynamic stimuli. Specifically,
we chose to use several contemporary video games with simulated three-dimensional
environments to provide the visual input and the interactive task (Figure 3), and we
compared the recorded gaze behavior with the predictions of nine different bottom-
up computational models (“heuristics”) based on low-level image features (such as
color, intensity, and motion) and saliency. It might intuitively be expected that
volitional top-down influences should overwhelm reflexive bottom-up influences in
gaze guidance, particularly in interactive environments with natural tasks, but in-
stead our results demonstrate that in fact all but one of the computational bottom-
up heuristics were significantly predictive of eye position. Heuristics sensitive to
dynamic events were especially strong gaze predictors. Nevertheless, in this task
there are clearly other influences on eye position that may be as strong or stronger
than bottom-up effects. Our long-range methodology is to approach the prediction
of eye position itself from the bottom up: first determine what can be explained
by the simplest bottom-up models, then iteratively refine the models to account
for residual behavior unexplained by the previous iteration. Along the way, the
computational models will be guided by findings from other research categories in
Figure 2.

2. METHODS

Figure 3 gives an overview of the data flow within our experiment, from the record-
ing of eye movements and video frames while observers played video games, through
subsequent analysis of the video frames by an array of computational heuristics, to
final comparison of the predictions of the heuristics with the observed eye move-
ments. Note that we use the term heuristic to refer to the various computational
models that predict eye movements, and use the term metric to refer to different
ways of quantifying the agreement between observed eye movements and heuristic
predictions.

2.1 Eye-movement recordings

Five subjects (three male, two female) participated with informed consent, under a
protocol approved by the Institutional Review Board of the University of Southern
California. Subjects played four or five five-minute segments of off-the-shelf Nin-
tendo GameCube games, including Mario Kart, Wave Race, Super Mario Sunshine,
Hulk, and Pac Man World. Stimuli were presented on a 22” computer monitor (La-
Cie Corp; 640×480 pixels, 75 Hz refresh, mean screen luminance 30 cd/m2, room
4 cd/m2); subjects were seated at a viewing distance of 80 cm (28◦× 21◦ usable
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Fig. 3. An illustration of the overall flow of data within the eye-tracking psychophysics experiment

and subsequent computational analysis. A commercial video game system (Nintendo GameCube)
was used to generate video sequences (red arrows) which subjects viewed and controlled inter-

actively (blue arrows). A separate computer was used to display video frames to the subject
and simultaneously record those frames to disk for later analysis. Unlike studies which involve
non-interactive tasks, the video sequences were generated “live” and were thus unique for each
game-playing session. Subjects’ eye position (green arrows) was recorded at 240Hz with an in-

frared eye tracker (ISCAN, Inc.). Following the psychophysics experiment, the sequence of video
frames was passed to several different computational heuristics intended to predict likely eye po-
sition candidates (dashed green arrows; see Figure 5 for a detailed view of the operation of these
heuristics). Finally, the observed and predicted eye positions were compared with three different

metrics.

field-of-view) and rested on a chin-rest. To allow later analysis with our computa-
tional heuristics, the video game frames were grabbed, displayed and simultaneously
recorded on a dual-CPU Linux computer under SCHED_FIFO scheduling to ensure
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microsecond-accurate timing [Finney 2001]. Each subject’s right eye position was
recorded at 240Hz with a hardware-based eye-tracking system (ISCAN, Inc.). Each
game segment was preceded by a calibration sequence, in which subjects fixated a
series of points on an invisible 3×3 grid, to set up a correspondence between the eye
camera and stimulus display coordinate systems [Stampe 1993]. After calibration,
subjects fixated a central cross and pressed a key to start the game play. In post-
processing, 8,449 saccades of amplitude 2◦ or more were extracted from 1,740,972
recorded eye position samples over 24 five-minute game-play sessions. The cor-
responding 216,000 recorded video frames (about 185 GB of raw pixel data) were
processed on a cluster with 48 CPUs through the computational heuristics described
next.

2.2 Computational heuristics

We tested nine heuristic models for predicting gaze targets. These fall into two
broad groups, one in which only local features within small image patches are
considered, and another in which global context is used to determine whether a
local area is unusual and thus worthy of interest. This second group of heuristics
(Figures 4 and 5) can be further subdivided into those that assess static features
(which treat each frame individually, with no temporal context), and others that
assess dynamic features. Finally, several heuristics can be combined together to
form a new model that is different from the sum of its parts; in particular we tested
two combined heuristics that correspond to “saliency.” Figure 6a shows heuristic
responses for several sample video frames.

2.2.1 Local heuristics. We evaluated two purely local heuristics that compute
local variance and local entropy in 16×16 image patches, which have been previously
shown to correlate with eye movements over still images [Reinagel and Zador 1999;
Privitera and Stark 2000]. Variance for an image patch k is given by

V (k) =
1

N − 1





∑

(x,y)∈Pk

(I(x, y) − Ik)2



 (1)

where (x, y) loop over the N = 16 × 16 set of pixel coordinates Pk that define
patch k, I(x, y) is the image intensity at (x, y), and Ik is the mean intensity over
patch k. Entropy is similarly given by

E(k) = −
∑

i∈G(k)

Fi(k) log Fi(k) (2)

where Fi(k) is the frequency of occurrence of gray level i within the 16×16 patch k
of interest, and G(k) is the set of all gray levels present in the patch.

2.2.2 Outlier-based heuristics. We also evaluate heuristics which respond to im-
age outliers in visual feature dimensions known to play a role in human attention
[Wolfe and Horowitz 2004]. Our software implementation of these heuristics has
been previously described [Itti et al. 1998; Itti and Koch 2001; Itti et al. 2003] and
is freely available from our website (http://ilab.usc.edu/toolkit/). Figure 4 gives
a detailed block diagram showing the sequence of the major computational steps,
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Fig. 4. A block diagram of the computational steps involved in the “outlier-based” bottom-

up saliency model. See Figure 5 for an example of the model being run on a sample image.
Each input frame is first decomposed by the model “Retina” into luminance and chrominance
components. These then pass into the model “Visual Cortex” where the processing subsequently

diverges into as many as twelve parallel feature channels grouped into five different feature types,
including static features (green background): color (two subchannels), intensity, and orientation
(four subchannels); and dynamic features (blue background): flicker, motion (four subchannels).

Within each of these streams, the corresponding retinal output image is first decomposed into
a multi-scale feature pyramid by an appropriate series of filters (such as for double-opponent
color, or for Reichardt motion energy). Next, local spatial competition is used to emphasize
feature contrast, by computing the difference maps between pairs of pyramid scales to form a

set of center-surround maps. Finally these center-surround maps are dynamically weighted and
summed across scales, forming a single conspicuity map for each feature channel. Another round of
dynamic weighting and summation across feature types leads to a single saliency map, representing
the output of the model. Different versions of the model can be formed by excluding all but one or

a few of the the possible channels; for example a model with only static features would be formed
by the C, I, and O channels.

and Figure 5 illustrates this sequence for a sample image by showing the intermedi-
ate maps generated by each computational step. In brief, this model processes the
input through several parallel feature channels (color, intensity, orientation, flicker
and motion) to generate feature maps at multiple scales which emphasize spatial
outliers—locations with unusual feature values relative to their surroundings. Each
map is then scaled by a dynamically determined weight such that a map with just
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one or a few strong peaks receives a higher weight than a map with many peaks;
in essence, maps with a more focused prediction of which locations are salient earn
more votes in producing the final saliency map. The dynamically weighted maps are
then summed together. In practice, there are several stages of dynamic weighting
and summation, first within features and then across features, leading ultimately
to a single saliency map.

We refer to Figure 4 for a more detailed breakdown of this process into 10 steps:

(1) RGB input from some source (camera, movie files, series of raster files) feeds
into the model “Retina.”

(2) The retina splits the RGB image into one luminance stream and two luminance-
normalized opponent-color chrominance streams. These retinal outputs then
diverge into 12 feature channels within the model “Visual Cortex,” with the two
chrominance components feeding two color-opponent channels (“C”; red/green
and blue/yellow), and the luminance component feeding the intensity, orienta-
tion (“O”; 0◦, 45◦, 90◦, 135◦), flicker (“F”) and motion (“M”; left, right, up
down) channels.

(3) Optionally, each channel may pre-process its retinal output before filtering; this
is currently used only by the flicker channel, to compute the absolute difference
between the luminance images of the current and previous frames.

(4) Each image stream is decomposed into a multi-scale dyadic feature pyramid by
recursive application of a linear filter followed by subsampling across nine scales,
from level 0 at the original scale of the image, to level 8 at a 256-fold reduction
in width and height. The C, I, F and M channels efficiently compute low-pass
pyramids L from their respective inputs, using a separable filter composed of
5-point low-pass kernels in the x direction (kx = [1, 4, 6, 4, 1]/16) and in the y
direction (ky = k

T
x ). The bottom pyramid level L0 is just the original image,

and for i > 1 the i-th pyramid level is given by Li = ((Li−1 ∗ kx) ∗ ky) ↓x,y,
where ∗ represents convolution and ↓x,y represents 2-fold subsampling in the x
and y directions.

The O channel computes a high-pass (“Laplacian”) pyramid H [Burt and Adel-
son 1983], essentially by computing the difference between parallel full-band F

and low-passed L pyramids. The computation is initialized at level 0 with F 0

given by the original luminance image. Then, at each level the low-pass image
is computed by convolving the full-band image with a separable filter composed
of 9-point low-pass kernels in the x and y directions: Li = (F i ∗ kx) ∗ ky, with

kx = [1, 8, 28, 56, 70, 56, 28, 8, 1]/256 and ky = k
T
x . Finally, the high-pass image

is the difference of the full-band and low-passed images: Hi = F i − Li. The
process iterates to higher pyramid levels by subsampling the current low-passed
image to give the next level’s full-band image: F i+1 = Li ↓x,y.

(5) A post-processing step is used by the O and M channels to extract the features
of interest from the pyramid. In the orientation channels, an efficient steerable
filter implementation is used to produce 0◦, 45◦, 90◦ and 135◦ orientation-tuned
responses from the high-pass pyramid [Greenspan et al. 1994]. This involves
modulating each level of the pyramid with a quadrature pair of oriented sine
wave gratings offset by 90◦ in phase, convolving each modulated image with

ACM Transactions on Applied Perception, Vol. in press, No. preprint, May 2007.
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a 9-point low-pass kernel, and finally computing the complex magnitude of
the image pair. In the motion channel, a simple Reichardt motion detector is
used to compute motion energy in the left, right, up and down directions. For
each time t, pyramid level i, spatial location ~p = (x, y), and motion direction
~d = (∆x,∆y), the motion energy map is computed from the low-pass pyramid
L as

E
t

i,~d
(~p ) =

⌊(

L
t
i(~p ) · Lt−1

i (~p + ~d )
)

−
(

L
t−1
i (~p ) · Lt

i(~p + ~d )
)⌋

, (3)

where ⌊·⌋ represents half-wave rectification to exclude negative responses to
motion in the anti-preferred direction.

(6) At this intermediate stage there are now 12 pyramids, each with 9 images,
representing local feature content for color, intensity, orientation, flicker and
motion features.

(7) A center-surround operator is used to detect outliers, or locations whose fea-
ture values are different from those at surrounding locations and surrounding
spatial scales. This is implemented by computing point-wise differences be-
tween different pairs of pyramid scales, for combinations of three center scales
(c = {2, 3, 4}) and two center-surround scale differences (s = c + δ, δ = {3, 4});
thus, six center-surround maps are computed for each of the 12 features, giving
72 maps at this stage. Note that surround image will naturally be smaller than
the center image as it is drawn from a higher level in the dyadic pyramid, so
when computing each center-surround map the surround image is bilinearly
upscaled to the size of the center image in order to allow for the point-wise
difference operation.

(8) Each center-surround map is subjected to convolution with a broad difference-
of-Gaussians filter, global inhibition and half-wave rectification, in several iter-
ations [Itti and Koch 2001]. This has the effect of enhancing sparse peaks and
suppressing cluttered peaks, as well as scaling the overall map peak in propor-
tion to the sparseness of the map. In this way, initially noisy feature maps can
be reduced to sparse representations of only outlier locations which strongly
stand out from their surroundings. The processed center-surround maps are
then summed together to form a single output from each of the 12 individual
feature channels.

(9) The overall output maps for each feature type are formed. For the I and F
channels, the maps simply pass through from the previous step. Within the C,
O, and M channels, each having multiple subchannels, the subchannel outputs
are processed with the same dynamic iterative normalization procedure, and
summed together to produce the channel output map.

(10) Finally, the channel output maps are processed once more with the iterative
normalization procedure and summed together to form the final output saliency
map.

Since each of the feature channels operates independently, it is possible to test in-
dividual channels or channel subsets in isolation. We hence evaluate five heuristics
sensitive to outliers in the general dimensions of color (C), intensity (I), orientation

ACM Transactions on Applied Perception, Vol. in press, No. preprint, May 2007.
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Fig. 5. An example of the intermediate maps involved in processing a sample image with the
“outlier-based” bottom-up saliency model. Row 1: input image sent through the model. Row 2:

multi-scale feature pyramids constructed by filtering the input for five feature types (color,
intensity, orientation, flicker, motion). For illustration, each pyramid scale is shown nested inside
the one beneath it. Row 3: center-surround maps constructed as the differences between pairs

of pyramid scales; for example, “3:7” indicates that pyramid scale 3 is the center and pyramid
scale 7 is the surround. Row 4: conspicuity maps constructed by dynamic weighting and
summation of the center-surround maps. Row 5: final saliency map constructed by dynamic
weighting and summation of the conspicuity maps. See Figure 4 for a more detailed diagram of

the computational steps involved.

(O), flicker (F), and motion (M), plus one that combines intensity, color, and ori-
entation into a measure of static saliency (C,I,O), and one that adds motion and
flicker to yield a measure of full static/dynamic saliency (C,I,O,F,M).

2.2.3 Computational efficiency of the heuristics. For producing comparisons
with human eye movements in this study, we used heuristic implementations that
were designed with a primary goal of being useful research tools, responsible not
only for generating the heuristic response maps, but also for comparing these maps

ACM Transactions on Applied Perception, Vol. in press, No. preprint, May 2007.
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Table I. CPU time required to generated heuristic response maps for a 640×480 color input image,
averaged over 1000 frames, running in a single thread on a GNU/Linux system (Fedora Core 6)

with a 2.8GHz Intel Xeon processor. Times are shown for two implementations, one based on
floating-point arithmetic and one based on integer arithmetic, which produce nearly identical
response maps. Note that the combined heuristics CIO and CIOFM can be computed in ∼17%

less time than it takes to compute their subcomponents independently, because in the combined
models some of the intermediate computations can be shared between subcomponents.

heuristic floating-point arithmetic integer arithmetic % time diff.
time per frame frame rate time per frame frame rate (int-fp)/fp

E 14.12ms 70.81Hz – – –

V 4.57ms 218.77Hz – – –
I 4.95ms 202.22Hz 4.33ms 231.21Hz -12.5%

C 27.64ms 36.17Hz 21.17ms 47.24Hz -23.4%
O 25.06ms 39.91Hz 19.60ms 51.02Hz -21.8%

CIO 51.34ms 19.48Hz 40.28ms 24.83Hz -21.5%
F 9.86ms 101.43Hz 8.32ms 120.25Hz -15.7%
M 13.11ms 76.27Hz 12.00ms 83.31Hz -8.5%

CIOFM 66.70ms 14.99Hz 54.37ms 18.39Hz -18.5%

with human eye traces, and for allowing a high degree of introspection into the
heuristic’s inner workings. These additional elements tend to dominate the com-
putational time required to run the heuristic models, which is why the results we
report here were generated on a cluster of 48 CPUs. Nevertheless, in order for
the heuristics to ultimately be used in interactive virtual environments, they must
be able to be implemented efficiently, and indeed the core algorithms can run at
15 frames per second or better on a single modern CPU core. We profiled two
implementations, one that relies on the same floating-point arithmetic as in our
research implementation, and a second one with all computations ported to fixed-
point integer arithmetic. Table I shows the average per-frame computation times
required to generate each of the various heuristic maps for a stream of 640×480
color input images, on a GNU/Linux system (Fedora Core 6) with a 2.8GHz In-
tel Xeon processor. These timings provide a rough estimate suggesting that the
heuristics could feasibly be used as part of a larger interactive virtual environment
using current commodity hardware.

2.3 Metrics for scoring the heuristics

Figure 6a shows human saccade targets superimposed on the response maps from
several of the heuristics for a few sample frames. For illustration purposes only,
those saccade targets are labeled as “hit,” “weak hit,” or “miss.” Those labels
are based on the intuition that a response map represents a good eye movement
prediction if: (1) it has a strong peak in the neighborhood of the human saccade
target, and (2) it has little activity elsewhere. Conversely, there are two ways for
a model to fail: it may either have low response values near the saccade target, or
it may have high response values everywhere else, rendering useless its predictions
near the target. The first type of failure is exhibited by the misses in the color and
flicker heuristics in the figure; the second type is shown by the entropy heuristic
which always has widespread activity preventing it from achieving a strong hit.
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The remainder of this section describes several approaches to quantifying these
intuitions about what characterizes a good eye movement predictor. Each heuristic
generates a topographic dynamic master response map S(x; t), which is a time-
varying two-dimensional array that assigns a response value to each spatial location
x = (x, y) at each video frame time t; we will formalize our intuitions by saying that
a good heuristic should generate response maps in which the values at locations
fixated by observers are in some way statistically discriminable from the values
at non-fixated or random locations. To quantify this relationship, we used three
different metrics, of the form M(S(x; t)), which generate a scalar value indicating
how well a particular heuristic matched a series of eye positions. The motivation
for analyzing the heuristics with more than one metric is to ensure that the main
qualitative conclusions are independent of the choice of metric. For example, some
metrics may be invariant to reparameterizations—for instance, M(S) = M(

√
S) =

M(eS)—while others are not, so comparing the heuristic scores with these different
metrics can help reveal whether any particular nonlinearity is likely to play an
important role in the generation of eye movements from the master response maps.
Some metrics have well-defined upper or lower bounds. All of the metrics are
shift-invariant (M(S) = M(S + c)) and scale-invariant (M(S) = M(cS)).

2.3.1 Kullback-Leibler (KL) distance. At the onset of each human saccade (ti =
1 . . . N , N = number of saccades in the experimental session), we sample the heuris-
tic’s master map activity around the saccade’s future endpoint xi,human and around
a uniformly random endpoint xi,random:

h(ti) =
S(xi,human; ti) − minx S(x; ti)

maxx S(x; ti) − minx S(x; ti)
(4)

r(ti) =
S(xi,random; ti) − minx S(x; ti)

maxx S(x; ti) − minx S(x; ti)
(5)

Note that by construction, h(ti) ∈ [0, 1] and r(ti) ∈ [0, 1] for all ti. We then form
histograms of these values, with 10 bins Bk covering the range [0, 1], across all
saccades:

Bk =

{

[

k−1
10 , k

10

)

if 1 ≤ k ≤ 9
[

k−1
10 , k

10

]

if k = 10
(6)

Hk =
1

N
|{ti : h(ti) ∈ Bk}| (7)

Rk =
1

N
|{ti : r(ti) ∈ Bk}| (8)

where | · | indicates set size. Finally we quantify the difference between these
histograms with the (symmetric) Kullback-Leibler (KL) distance (also known as
relative entropy):

KL =
1

2

10
∑

k=1

(

Hk log
Hk

Rk

+ Rk log
Rk

Hk

)

(9)

In practice, we repeat this computation 1200 times, each time comparing the fixated
location xi,human with an xi,random location at one of the (640/16)×(480/16) = 1200
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points in the heuristic response map, and finally we compute the mean and standard
deviation of the KL distance across those repetitions (Figures 7a and 7d show these
mean ± s.d. scores).

Heuristics which better predict human scanpaths exhibit higher KL distances,
since observers typically gaze towards a non-uniform minority of regions with the
highest heuristic responses while avoiding the majority of regions with low heuristic
responses (see Figure 6b). The KL distance offers several advantages over simpler
scoring schemes [Reinagel and Zador 1999; Parkhurst et al. 2002]: (1) KL is agnostic
about the mechanism for selecting a saccade given the instantaneous response map
S(x; t)—other metrics essentially measure the rightward shift of the Hk histogram
relative to the Rk histogram, whereas KL is sensitive to any difference between the
histograms; and (2) KL is invariant to reparameterizations, such that applying any
continuous monotonic nonlinearity to master map values does not affect scoring.
One disadvantage of the KL distance is that it does not have a well-defined upper
bound—as the two histograms become completely non-overlapping, the KL distance
approaches infinity.

2.3.2 Percentile. Like the KL distance, a simple percentile metric is also in-
variant to reparameterizations. In contrast to KL, the percentile metric has a
well-defined upper bound (100%) and “chance” mid-point (50%); the percentile
metric also assumes that higher heuristic responses correlate with higher likelihood
of fixation, unlike the KL distance. Also, whereas the KL distance is computed
across the entire set of saccades at once (and then repeated and averaged across
different random samplings), the percentile metric is computed separately for each
saccade, and then averaged across all saccades. The metric is defined in terms of
the number of locations in the heuristic response map with values smaller than that
of the saccade’s future endpoint xi,human:

P (ti) = 100 · |{x ∈ X : S(x; ti) < S(xi,human; ti)}|
|X| (10)

where | · | indicates set size and X is the set of all locations in the heuristic response
map. In practice, we compute a percentile for each saccade, and then determine
the mean and standard error across this set of percentile scores (Figures 7c and 7f
show these mean ± s.e.m. scores).

2.3.3 Normalized scanpath saliency (NSS). The normalized scanpath saliency
[Peters et al. 2005] is defined as the response value at a saccade’s future endpoint
xi,human in a heuristic response map that has been normalized to have zero mean
and unit standard deviation:

µS(ti) =
1

|X|
∑

x∈X

S(x; ti) (11)

σS(ti) =

√

1

|X| − 1

∑

x∈X

(S(x; ti) − µS(ti))
2

(12)

NSS(ti) =
1

σS(ti)
(S(xi,human; ti) − µS(ti)) (13)
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Fig. 6. Scoring different heuristics for their ability to predict human gaze targets during video-

game playing. (a) Each sample video frame (column 1) was chosen at a time when the subject is
initiating a saccade from the base of the arrow to the tip of the arrow surrounded by the circle.

We sample the master maps generated by each heuristic (columns 2–5) in the neighborhood of
the saccade target and at a number of uniformly random locations. For illustration only (not for
quantitative analysis), each target is labeled here as “hit” (strong peak at target with few other
peaks in the map), “weak hit” (weak peak within target circle with many other map peaks) or

“miss” (no peak at target location). Individual heuristics often have misses (such as color and
flicker here), while a combined heuristic such as full saliency is more likely to have at least a
weak hit. (b) Across our entire data set, these histograms show how frequently locations with

particular heuristic values are the targets of human saccades (narrow, dark bars), and of random
saccades (light, wide bars). The Kullback-Leibler (KL) distance (light horizontal bars atop each
subpanel) quantifies the dissimilarity between these distributions; higher KL values indicate that
the heuristic is better able to distinguish human fixation locations from other locations. Top row:

heuristic scores across all game types; middle row: scores for racing games only; bottom row:
scores for exploration games only. See Figure 7 for a more comprehensive summary of the results.
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Fig. 7. Nine heuristics for eye position prediction were scored by three metrics — (a,d) KL

distance (section 2.3.1), (b,e) normalized scanpath saliency (NSS), and (c,f) percentile — to
quantify how well the heuristics discriminate human gaze targets from random locations. For each
metric, a higher score means a better fit between predicted and observed eye position. (a,b,c)

Across all game sessions, the dynamic features motion (M) and flicker (F) scored better than static
features color (C), intensity (I) and orientation (O), and local heuristics entropy (E) and variance
(V). Bars marked with (∗) represent heuristics that scored significantly above the chance level in
that metric (1-tailed t-test, p < 0.0001 or better), while “n.s.” indicates a non-significant result.

(d,e,f) When the sessions were split by game paradigm, all heuristics (except variance with the
KL metric) were better predictors of human gaze in exploration games than an racing games. Bars
marked with (∗∗) represent heuristics that showed a significant difference in metric score between
the two game types (2-tailed paired t-test, p < 0.0001 or better; note that the paired t-test reveals

significant differences even in cases where the two scores are very similar between the game types,
even with overlapping error bars); “n.s.” indicates a non-significant result.

Like the percentile metric, NSS is computed once for each saccade, and subsequently
the mean and standard error are computed across the set of NSS scores (Figures 7b
and 7e show these mean ± s.e.m. scores). By virtue of the zero-mean normalization,
NSS has a well-defined “chance” mid-point (0). Unlike KL and percentile, NSS is
not invariant to reparameterizations.

3. RESULTS

Figure 7a–c shows results obtained overall. Each of the three analysis metrics (KL
distance, percentile, NSS) revealed similar qualitative patterns of results. All nine
heuristics tested performed significantly above the chance level according to all three
metrics (t-tests, p < 0.0001 or better, for KL > 0, NSS > 0, or percentile > 50),
with the exception of variance (V) scored by the NSS and percentile metrics.

Under our conditions of interactive game-play and with our video game stimuli,
we found that motion alone (M) was the best predictor of human gaze, with flicker
alone (F) and the full saliency heuristic (C,I,O,F,M) scoring nearly as well. Inter-

ACM Transactions on Applied Perception, Vol. in press, No. preprint, May 2007.



16 · R.J. Peters and L. Itti

mediate scores were obtained with color alone (C) and static saliency (C,I,O). The
poorest scores came from static features orientation alone (O) and intensity alone
(I), and from local heuristics computing variance (V) and entropy (E). Notably,
color alone (C) scored much better than the other static features. Studies with
static scenes have found that the relative gaze-attraction strength of the color fea-
ture varies with image type [Parkhurst et al. 2002]; in our case the strength of the
color feature is likely explained at least in part by the art design of the video games
which includes strong color contrast between main characters and the background.

We found two interesting dissociations within the scores obtained by the different
heuristics. A split by game type (Figures 7d–f) suggested an interesting dissociation
between racing games (Mario Kart and Wave Race), and exploration games (Super
Mario Sunshine, Hulk, Pac Man World). Racing games involve primarily obstacle-
avoidance while the player navigates a predetermined course under time pressure.
In contrast, exploration games, with their more open-ended storylines, impose fewer
restrictions on the player’s navigation, but instead implicitly require the player to
search the environment for objects or other characters with which to engage. All of
the heuristics scored better at predicting observers’ gaze during exploration games
than during racing games (paired t-tests, p < 0.0001 or better), with the two
exceptions of variance (V) by the KL distance and color (C) by NSS. In addition
to this overall effect, we also found that the top-scoring heuristics were different for
racing and exploring games. For the exploration games, the best heuristics were
the dynamic outlier-based features motion (M) and flicker (F), followed closely by
full saliency (C,I,O,F,M). In contrast, for the racing games, the best heuristic was
instead the static feature color (C). In a second split, we found that there was less
variability in heuristic performance across subjects than across games (Figure 8),
especially so for the overall best heuristics motion (M) and flicker (F).

4. DISCUSSION

In this study we have quantitatively evaluated nine simple computational heuristic
models for their ability to predict where people look while playing video games.
We found that all heuristics score significantly above chance, hence representing
easily computable shortcuts to the targets selected by human gaze. This finding
was robust, with the same qualitative pattern revealed by three different metrics
for scoring the heuristics. Our study provides direct experimental evidence that
bottom-up image analysis can predict a non-negligible fraction of human gaze tar-
gets, even in situations where top-down influences are expected to dominate, driv-
ing eye movements based on task demands rather than on visual inputs. Still, by
one measure, purely bottom-up factors make a relatively smaller contribution to
eye movements in the interactive video game stimuli (NSS score for static saliency
C,I,O: 0.34) than in static natural scenes (NSS score for “baseline salience model,”
equivalent to static saliency: 0.69 [Peters et al. 2005]). Part of that gap is bridged
with the inclusion of the dynamic bottom-up features motion (M) and flicker (F) in
the full saliency heuristic (NSS score: 0.64). In this study, the full saliency heuristic
was actually slightly outperformed by the motion channel alone (NSS score: 0.68),
which makes sense given the highly dynamic nature of the video game stimuli that
we used. Still, we would suggest that the full saliency model, with both static and
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dynamic features, is a better choice for a general-purpose bottom-up heuristic, since
it can account well for eye movements in both static and dynamic scenes, whereas
the motion channel alone would obviously fail completely for static scenes. In the
human visual system it may be that the different channels are weighted dynamically
according to their relevance to the current visual input, so that in a video game
task, for example, the predictions of the motion channel could be emphasized and
those of the static channels deemphasized.

The main failure mode of the heuristics that we tested is that they often fail
to highlight objects or regions that, to any human observer, would be obviously
task-relevant; this is reflected in preliminary unpublished results indicating that
the heuristics are better at predicting the gaze of observers passively viewing pre-
recorded video game clips than of those interactively playing the games. For exam-
ple, in racing games, the goal of successful navigation requires game players to focus
on the horizon and the focus of expansion of the oncoming track, yet that point is
often not the most salient according to the bottom-up heuristics. This may partly
explain why the bottom-up heuristics perform more poorly on the racing games
than on the exploring games (Figures 7d–f): the racing games may simply involve
a stronger set of task-dependent biases on eye position. Similarly, in order to per-
form well at the game-playing task, observers must often effectively ignore certain
regions that are actually quite salient by bottom-up measures, such as a constantly
ticking digital clock in one corner of the screen. Such observations, while simple
to describe, have yet to be translated into computational terms that could be im-
plemented in a gaze-prediction heuristic. Thus, one direction for future study is
to operationalize the top-down, task-related influences that are outside the scope
of bottom-up heuristics. Such influences are likely to be found in studies from the
interactive-stimulus/qualitative-model category of Figure 2, which suggest behav-
ioral phenomena that might be candidates for future implementation and testing
in the quantitative-model category.

One limitation of the heuristics that we tested is that they stop short of making a
specific saccade predictions—that is, they don’t predict when a saccade will occur,
nor to which single location a saccade will occur. Rather, they make a continuous
prediction of how likely each location would be to be a saccade target, if a saccade
were to be triggered at that moment; then, at those instants where human ob-
servers in fact generated saccades, we test the predictions of the heuristic. In terms
of the bottom-up visual attention system proposed in [Koch and Ullman 1985; Itti
et al. 1998] in which a saliency map (SM) interacts with dynamic winner-take-all
(WTA) and inhibition-of-return (IOR) mechanisms to select a series of locations,
the current study has focused exclusively on the saliency map stage, ignoring WTA
and IOR mechanisms. This is largely a practical decision: we want to fine-tune an
SM model that does well at predicting eye movements on average, before testing
WTA and IOR implementations for predicting specific eye movements; otherwise, if
a combined SM/WTA/IOR was found to produce poor results it would be difficult
to know whether the SM or WTA/IOR mechanisms were to blame. An important
topic for future study is to a develop a WTA/IOR model capable of producing ac-
curate eye movement predictions with high temporal and spatial precision. Such a
model will likely rely on significantly more complex visual features including knowl-
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edge about objects, since human decisions about when and where to saccade and
when to release fixation are influenced not just by low-level bottom-up information
such as saliency, but also by top-down influences from the observer’s current goals
[Navalpakkam and Itti 2005], such as a tendency to maintain fixation until the
currently fixated object has been fully analyzed and recognized.

Despite these limitations, we believe that heuristics of the kind we have presented
here may nevertheless be useful in a range of potential applications. In particular,
many interactive graphics environments are starting to share a paradigm in which
one or more human operators participate in a virtual world along with a poten-
tially large number of virtual agents. This paradigm applies to mass-market video
games, as well as high-end simulators/trainers for flying or driving, and large-scale
combat simulators. As with computer systems in general, the shared environment
is often “seen” in different ways by human and virtual agents; the human par-
ticipants sense the environment through visual and auditory displays, while the
virtual agents typically have direct access to some higher-level representation (such
as an object-oriented scene graph) that is used to render the final visual and au-
ditory signals. Our finding that the heuristics tested here significantly correlate
with actual gaze position provides empirical validation that previously proposed
visual systems for virtual agents indeed yield outputs that correlate with human
behavior [Terzopoulos and Rabie 1997; Itti et al. 2003; Peters and O’Sullivan 2003].
Furthermore, these results suggest two possible applications for interactive virtual
environments. First, the system could better predict the behavior of its human
operator(s) by becoming “attention-aware” [Toet 2006], allowing it to tailor the
visual display appropriately (for example, by placing important information near
the likely focus of attention, or by avoiding distracting displays during important
moments). This application is aided by the fact that heuristic performance varied
more across games than across subjects (Figure 8), suggesting that heuristics could
be usefully tuned to particular virtual environments, without needing to also be
tuned to individual human observers. Second, the system could better mimic hu-
man behavior, allowing the virtual peers of the human operator to more naturally
determine where to look next in any virtual, real, or mixed environment. Although
an analysis of a computer-graphics scene graph might allow prediction of potentially
interesting gaze targets without requiring processing of fully rendered images, such
an approach is limited to environments that are entirely virtual. Accounting for
humans interacting with such environments becomes possible with heuristics that
do not require knowledge of the scene graph and can instead operate at the pixel
level.

Our main contributions have been two-fold. First, we studied dynamic, inter-
active video scenes whereas previous work on computational mechanisms for gaze
direction has largely focused on still images or pre-recorded movies. Although the
visual stimuli here were artificially generated, we believe they are similar enough to
natural scenes to suggest that it is likely that the heuristics described here would
also serve well in predicting gaze in truly natural scenes. Second, and perhaps most
importantly, each of the heuristics that we tested has a tractable computational
implementation that takes a time-varying 2-D pixel array as input and produces a
time-varying prediction of where a human observer’s gaze might be directed. Any
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Fig. 8. Sessions were grouped either by subject or by game, then the standard deviation of the
heuristic scores was computed within each group, for each of the three metrics: (a) KL distance,

(b) normalized scanpath saliency (NSS), and (c) percentile. For almost all of the heuristics, there
was higher variability due to game than due to the subject.

apparent high-level behavior exhibited by the heuristic is simply attributable to
low-level processing of the input; that is, the heuristics do not require the visual
input to be accompanied by explicit high-level labels for “objects” or “targets.”
Whereas behavioral studies have made great strides in understanding observers’
gaze behaviors in just such object-based or agent-based terms [Land and Hayhoe
2001; Hayhoe et al. 2002; Hayhoe et al. 2003; Bailenson and Yee 2005], such find-
ings become available to artificial visual systems only when there is an algorithm
to extract the high-level information directly from the visual input. Accurate ob-
ject recognition and semantic interpretation continues to be a “hard problem” in
artificial vision, particularly for unconstrained visual input; while our approach
has the drawback of lacking high-level scene understanding, it has the virtue of a
straightforward computational implementation that can be applied to any visual
input.
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