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view-tuned units (VTUs). e but similar robustness for varying f,

g EEEEEEEEEEEEEEEEEES

- - - :
[} I:?Irl:::ﬁ: k : 1 1 ! e VTU trained Wlth TN ol 2t . H We are presenting first results from simulation Next St(—.’p.&‘ for the interactions
1 " saliency map ) 1 . RN N . *x g experiments connecting a model for saliency- .
1 o 1 ! e tested with 21 PR . ! based bottom-up attention with a hierarchical between the saliency-based model and
3 i 1 different 2—Clip stimuli H mn‘;nom AN * oy . ,'F model for object rccngni(iu_n (HMAX). In these HMAX:
1 N . o Y ,', experiments, the spatial information obtained
[ 1 1 % responses without g, -‘ % Relrc‘(:ggurfyg af:éli from the saliency model was used to medulate the | | ¢ Exfract size information from
1 1 attentional modulation £ [} h activity of a processing stage in the HMAX B
] i 1 Sul Y \ without attention hierarchy that is approximately equivalent to V4 saliency map and modulate scale
1 responses with M q in monkey cortex. bands in HMAX.
’ . fon: ati : Several physiological studies ([3-5]) indicate
— attentional modulation Ly attentional modulation of V4. It h e Test model with cluttered natural
° ~ . tested, whether modulation of processing stages
! 1 recognition more T [T equivalent to earlier visual areas like V1 yields scenes.
1 1 reliable with attention reperovintenon similar results.
4 | . ) - . Gnace esponsa e i v ) ) )
P 8 R s paperclip stimuli used in these experiments - .
! .b_ : TR J \\ Dsracter Number J are very artificial. It is imperative to test the Long-term plans:
: orntaons Ol (oo an o W s et shema | ff o Bias saliency map towards certain
| S 5.: " . est wi lfl - units (at the S1 level) in the FZMAX model. features for visual search
o clip stimuli More complex interactions between the two ..
. -—— « vary the target models for the “wiere " and the “what " pathways || ® Add volitional top-down control
- é e - of visual processing are planned. . .
;:';me" & distracter distance [3] Comor et al, 1097. /. Cogn, Newrase. 179): 3201-3214 e Adapt shape and size of IOR mask
_ — ol. 77(1): 2
s - Wltll dttl’l m()dLl— 5] He et al. 1996. Nature 383: 334-337 to the reSUItS OfHMAX
oo - - \ . . .
3‘]‘;33533 e attention mechanism modu- latmn -up to 100% .ACI()ASG 10(:?1 integration of the neural
o latcls: OI?JCCl recognition N m without attn. modu- circuitry of the two models
- o spatia ation - 0 :
- 2R patially v lation - only 50% e Model saccade planning and
/ / 4 ]: e modulation strength adaptable . recognition perfor- Acknowledgement execution
Ftina i o 7 £t di - N . B
( ’ w—, Venwsl — o \2 using paramters of the modu- mance Financial support for this work is provided by the
\\ s e = lation function National Science Foundation. ’
Ll § J

corresponding author: Dirk Walther <walther@caltech.edu>



