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Abstract
The early stage detection of benign and malignant pulmonary nodules plays an important role in clinical diagnosis. The 
malignancy risk assessment is usually used to guide the doctor in identifying the cancer stage and making follow-up prog-
nosis plan. However, due to the variance of nodules on size, shape, and location, it has been a big challenge to classify the 
nodules in computer aided diagnosis system. In this paper, we design a novel model based on convolution neural network to 
achieve automatic pulmonary nodule malignancy classification. By using our model, the multi-scale features are extracted 
through the multi-convolution process, and the structure of residual blocks allows the network to capture more high-level 
and semantic information. Moreover, a strategy is proposed to fuse the features from the last avg-pooling layer and the ones 
from the last residual block to further enhance the performance of our model. Experimental results on the public Lung Image 
Database Consortium dataset demonstrate that our model can achieve a lung nodule classification accuracy of 87.5% which 
outperforms state-of-the-art methods.

Keywords Pulmonary nodule classification · Multi-scale · Residual block · Feature fusion

1 Introduction

According to the latest statistical studies (Siegel et al. 2011), 
the mortality and morbidity of lung cancer have been ranked 
top worldwide. The 5-year survival rate for lung cancer is 
only less than 5% at the advanced stage. The primary key to 
diagnosing the lung cancer at the early stage is to classify the 
small and spherical lesion structures within the chest cav-
ity which are called the pulmonary nodules. There are two 
main imaging techniques to detect the pulmonary nodules, 
one is by using the X-ray imaging and the other one is by 

computed tomography (CT). For X-ray imaging, it emits 
beams through the lung and provides a single view of the 
lung internal structures, whereas the CT imaging captures 
three different orientations information by using a rotational 
scanner which can provide a more detailed and overall struc-
ture view of the lung. Specially, CT imaging can facilitate 
the radiologist to detect the location, size, shape, and inter-
nal structures of the pulmonary nodules more easily. Even 
though the CT imaging techniques have supplied an effective 
way to detect the pulmonary nodules, the work of labeling 
the possible malignant nodules is still time-consuming and 
empirical. In consideration of the huge amounts of CT image 
slices inspected by the radiologists every day, it could be 
a continuous pressure for radiologists to handle this task 
efficiently and accurately.

To alleviate this situation, computer aided detection 
(CAD) system can be a useful assistant tool to help the 
radiologists detect and analyze the pulmonary nodules. 
Many researchers have devoted their efforts to making the 
procedure efficient and accurate. In this paper, we conduct 
the research on the automatic malignancy classification of 
pulmonary nodules which is a crucial and worthy work in 
clinical risk factors assessment (Gould et al. 2007).
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Generally, the methods for pulmonary nodule classifica-
tion are mainly categorized into two ways: hand-crafted fea-
ture classification and automatic feature extraction classifica-
tion. Compared with the hand-crafted feature extraction, the 
convolution neural network can effectively capture more lin-
ear and nonlinear transformations, and extract more abstract 
high-level features from the original data (Bengio and Cour-
ville 2013). While many convolution neural network mod-
els have achieved remarkable performance on pulmonary 
nodule classification, the main limitation of these work is 
that pulmonary nodules usually have various sizes, shapes, 
and locate in different positions as illustrated in Fig. 1. The 
traditional convolutional neural network (CNN) structures 
(2017) input the data with a fixed size, which could hamper 
the model to detect nodule contextual information and scale 
characteristic. To further improve the medical image classifi-
cation performance, most of the scale-relevant and discrimi-
native features are extracted by using multi-stream networks 
(Setio et al. 2016; Dou et al. 2017; Kamnitsas et al. 2017). 
Multi-stream networks refer to the network with independent 
parallel sub-networks. Generally, parallel sub-networks usu-
ally share the same network structure. The main difference 
among them is that the inputs of them are different size or 
different view of images. By this way, the scale-relevant and 
discriminative features are learned and then fused to output 
the final classification result. However, those methods need 
extra pre-training and fine-tuning which may cause more 
computational complexities and produce more parameters.

In this paper, we exploit an efficient way to learn the 
multi-scale discriminative features through multiple convo-
lution processes under one neural network stream. Moreover, 
in order to extract more highly compact and rich informa-
tion, we fuse the features from the last avg-pooling layer and 

the ones from the last residual block. The learned features 
from avg-pooling layer tend to be more global and abstract, 
meanwhile, high-level features from the last residual block 
are rich of semantic information. Thus, to add them together 
is a good fusion way to achieve better model performance. 
The architecture of the proposed model is illustrated in 
Fig. 2. The network consists of three components for indi-
vidual tasks: (1) the multi-scale feature extraction stage 
consists of four various sizes of convolutions. (2) The high-
level features learning stage consists of a series of residual 
blocks. (3) The feature fusion stage is to capture global and 
semantic features.

The contributions of our work can be summarized as 
follows

(1) We propose a novel model to classify the nodule malig-
nancy suspicious from CT images. Unlike the previ-
ous work with multi-stream networks to extract multi-
scale features from images, we adopt multi-convolution 
process to learn the discriminative scale features with 
fewer computational parameters and complexities.

(2) We utilize the residual block as a basic unit to extract 
high-level and semantic information from nodule 
image.

(3) A fusion strategy is applied by fusing the features from 
the last avg-pooling layer and the last residual block 
to further enhance the performance of our model. The 
experimental results demonstrate that our model out-
performs state-of-the-art methods.

2  Related work

Recently, deep convolution neural network has achieved 
significant improvement in image classification and object 
detection task (Krizhevsky and Sutskever 2012). Huang 
et al. (2017) designed a robust deep learning model for 
speech emotion recognition. Tang et al. (2018) proposed a 
novel Canonical Correlation Analysis (CCA)-based multi-
view convolutional neural network structure for color and 
depth feature learning. Song et al. (2018) built a very deep 
network to extract more discriminative features from hyper-
spectral images by considering the correlated information 
from different hierarchical layers. Wen et al. (2018) pro-
posed a data-driven vision system based on the deep learn-
ing network to recognize objects, the final performance of 
the proposed system achieved higher recognition accuracy 
than other methods. The successes of deep convolution 
neural network in different vision fields also inspire many 
researchers to exploit the method to analyze the medical 
images. Song et al. (2015) proposed a multi-scale convolu-
tion neural network and graph-partitioning-based method 
for the segmentation of cervical cytoplasm and nuclei, the 

Fig. 1  The pulmonary nodule samples with different sizes, shapes, 
and location variations. A large diameter nodule with hypervascular 
characteristic is more likely to be a malignant nodule
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experimental results proved that the segmentation method 
can better deliver promising results than the existing meth-
ods. Maninis and Pont-Tuset (2016) adopted a deep retinal 
image understanding model which was based on the deep 
convolutional neural networks. By using the network archi-
tecture, the model presented super-human performance. Shi 
et al. (2018) used Multimodal Stacked Deep Polynomial 
Networks for Alzheimer’s Disease diagnosis, experimental 
results indicated that their network structure was superior 
to the state-of-the-art multimodel feature learning methods.

For automatic pulmonary nodule classification, many 
researchers have made great contributions in establishing 
a more robust and accurate model. The general process of 
classifying pulmonary nodules usually consists of two steps: 
extract features from original images and put the extracted 
features into a classifier to categorize nodules. For example, 
Uchiyama et al. (2003) used histogram as one important 
feature to classify the nodules. Way et al. (2006) proposed a 
pulmonary nodule classification architecture by putting the 
extracted texture features into a linear discriminant classi-
fier. Messay et al. (2010) analyzed the segmented nodules by 
combining shape, position, and intensity features, the experi-
mental results achieved the sensitivity score of 82.66% for 
each average per scan. Han et al. (2015) used texture feature 

based on a three dimensional image for nodule classification 
and achieved state-of-the-art classification accuracy. How-
ever, those hand-crafted feature extraction methods tend to 
be subjective and the hyperparameters need to fine-tune by 
artificial selection.

By contrast with the hand-crafted feature methods, the con-
volutional neural network can provide an end-to-end training 
mode to automatically learn the high-level features from the 
input data. Kumar et al. (2015) applied an autoencoder net-
work to extract the pulmonary nodule features and handled 
them with a binary decision tree to classify nodules as malig-
nant or benign on LIDC dataset (Armato et al. 2011). The 
experimental result showed that the designed model achieved 
a satisfying result at that time. Ciompi et al. (2015) tackling the 
problem of automatic classification by using 2D pulmonary 
nodule views, it achieved the performance of AUC (0.868) 
which was close to human analysis. A novel multi-view con-
volution neural network (Setio et al. 2016) was proposed and 
designed to efficiently extract discriminative features from 
different image orientations. In the fusion stage, the author 
evaluated the performance on different fusion strategies. 
The experimental results showed that the late fusion strategy 
can outperform state-of-the-art methods. Chen et al. (2017)) 
exploited three multi-task learning (MTL) schemes to leverage 

Fig. 2  An overview of the proposed architecture for malignant and 
benign nodule classification. The input image size is 64 × 64 px , the 
(k@m × m , s) denotes the convolution has k kernels and the convo-
lution size is m × m with stride s. FC represents the fully connected 
layer. The network consists of three components for individual tasks: 

(1) the multi-scale feature extraction stage consists of four various 
sizes of convolutions. (2) The high-level features learning stage con-
sists of a series of residual blocks. (3) The feature fusion stage is to 
capture global and semantic features
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multiple features derived from convolution neural network 
models. Hussein et al. (2017) extracted seven attributes of 
pulmonary nodules and attained seven scores separately. Shen 
et al. (2017) investigated the classification of pulmonary nod-
ules by using multi-crop convolution neural network to extract 
nodule salient information. Experimental results showed that 
the model can achieve better performance than traditional 
hand-crafted feature extraction methods.

3  Methodology

3.1  Architecture

In this work, our basic structure of pulmonary nodules clas-
sification network is based on residual blocks (He et al. 2016) 
and the goal of our model is to leverage the network to capture 
more high-level features hierarchically and semantically. To 
achieve this goal, we first fuse the multi-convolution outputs to 
attain rich semantics features at different scales. To be specific, 
the input nodule image passes through 4 various sizes of con-
volutions with the receptive field of ( 7 × 7 , 14 × 14 , 32 × 32 , 
64 × 64 ) respectively, and each convolution stride is set as 2 
pixels during the training process. Compared with the tradi-
tional multi-stream network structures, our multi-convolution 
design can extract diverse scale features with fewer parameters 
and computational complexities from one single sized nodule 
image. Then a max-pooling layer is used to reduce the feature 
maps dimension, it performs with the size of 3 × 3 , the stride is 
set as 2 pixels. After the pooling layer operation, eight residual 
blocks are stacked to further extract the high-level features. 
The residual blocks have the benefit of training a deeper layer 
network by using an identity connection, it also allows the net-
work to learn more high-level features from the nodule images. 
Focusing on the ultimate goal of improving the classification 
performance in nodules identification, we fully connect out-
puts of the last residual block and avg-pooling layer to make 
full use of the global spatial and highly compact features. The 
detailed network parameters setting is shown in Table 1. The 
layer of FC_i where i ∈ 1, 2 denotes the operation of flattening 
the assigned layer and then using the fully connected layer to 
unify the feature dimension to 128-d. The Merge-layer is used 
to add the features from the layer FC_1 and FC_2, it also has 
the same dimension with FC_1 and FC_2 layer. Downsam-
pling is adopted during the Multi-conv, Conv2, Conv3, Conv4 
with a stride of 2.

3.2  Teamwork and communication

3.3  Multi‑convolution feature extraction strategy

The convolution operation in the neural network is 
to extract features from the input image with local 

connections and tied weights. Consider the network input 
is a m ∗ m ∗ c image where the height and width of the 
image are same sizes with m, and c is the channels’ number 
of the image. If the convolution layer has k kernels and the 
size of each kernel is p ∗ p ∗ g , where p is not bigger than 
m, and g has the same size with c. The convolution can 
produce k feature maps with the size of (m − p)∕stride + 1 . 
The operation of convolution can be expressed as

where xi
l
 is the i-th input feature map, and yj

l
 is the j-th output 

feature map. Moreover, kij
l
 is the defined kernel, the operator 

∗ represents the convolution operation and bj
l
 is the bias of yj

l
 . 

Here, l denotes the region which weights are shared. In order 
to increase the nonlinear properties of the decision function, 
we adopt Relu (Krizhevsky and Sutskever 2012) as the acti-
vation function to improve the network performance. The 
definition of Relu activation function is f (x) = max(0, x) , 
where x is the input to the neuron.

The pulmonary nodules often come with various shape 
structures and complicated texture characteristics which 
can be a big challenge to classify. To tackle this challenge, 
we apply multi-convolution process to attain discrimina-
tive features from different receptive fields during the first 
convolution layer operation. The various receptive field of 
convolution sliding window allows the network to learn 
more scale-discriminative and semantic features from the 

(1)y
j

l
= max

(

0, b
j

l
+

∑

i

k
ij

l
∗ xi

l

)

,

Table 1  Parameters setting of the network

Layer name Output size Filter size Num

Multi-conv 32 × 32
⎡

⎢

⎢

⎢

⎣

7 × 7

14 × 14

32 × 32

64 × 64

⎤

⎥

⎥

⎥

⎦

64

Max-pooling 16 × 16 3 × 3 , stride 2 –
Conv1 16 × 16

[

3 × 3

3 × 3

]

× 2
64

Conv2 8 × 8
[

3 × 3

3 × 3

]

× 2
128

Conv3 4 × 4
[

3 × 3

3 × 3

]

× 2
256

Conv4 2 × 2
[

3 × 3

3 × 3

]

× 2
512

Avg-pooling 1 × 1 3 × 3 , stride 2 –
FC_1 flatten Conv4, fc, 128-d
FC_2 flatten Avg-pooling, fc, 128-d
Merge-layer Add [FC_1, FC_2], 128-d
Output-layer fc+Softmax
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input image data. In fact, if the receptive field of the con-
volution is too big that may hinder the model to classify 
the tiny objects. On the contrary, the small receptive field 
setting can also influence the network to capture global 
abstract features (Szegedy et al. 2017). Inspired by this 
theoretical principle, we set the receptive field of four con-
volutions as (7 × 7, 14 × 14, 32 × 32, 64 × 64) , respectively. 
The extracted representations from 4 various receptive 
fields are shown in Fig. 3. The padding is used during the 
convolution operation to keep the resolution unchanged. 
From the figure, we can see that the learned features from 
different receptive fields can capture more abstract and 
discriminative features. Meanwhile, extracting the fea-
tures from the first convolution layer could also better 
preserve the original image location and detailed image 
information. After four convolutions feature learning, we 
concatenate the output features from the previous layers 
and then put them into the max-pooling layer. The con-
catenate convolution operation is illustrated in Fig. 4. The 
max-pooling layer is usually used to reduce the dimension 
of the feature representations, it also has the benefit of 
avoiding the network being overfitting. The max-pooling 
layer can be defined as

where s is the pooling region size and the parameter m and 
n denote the offset of position (j ⋅ s + m, k ⋅ s + n) . hi

(j⋅s+m,k⋅s+n)
 

(2)yi
(j,k)

= max
0≤m,n<s

{

hi
(j⋅s+m,k⋅s+n)

}

,

represents the ith neuron’s input feature map at position 
(j ⋅ s + m, k ⋅ s + n) , the scalar yi

j,k
 is the output feature map 

at position (j, k) in ith neuron.

3.4  Residual block representation learning

For the purpose of deepening the network to learn more 
high-level features with minor network degradation, we 
apply the residual block to construct a deeper feature learn-
ing model. Instead of stacking layers directly, the residual 
block structure reformulates the layers to learn features 
by residual functions with reference to the previous layers 

Fig. 3  The extracted representations from multi-convolution structure and the four convolutions’ size is 7 × 7 , 14 × 14 , 32 × 32 , 64 × 64 respec-
tively

Fig. 4  The proposed multi-convolution structure, after each convolu-
tion operation we concatenate the features to capture discriminative 
scale features
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inputs. Consider H(x) as the underlying mapping of the 
layers, and x denotes the input of the layer. Let define the 
residual function as

Thus the underlying mapping function could be expressed 
as F(x) + x . Due to directly adding more layers could cause 
degradation problem, it is likely to be hard to make the 
identity mapping optimal. While by adopting the residual 
learning reformulation, the identity mappings can be optimal 
simply by making the weights of multiple nonlinear layers 
to zero. This makes it possible for the network to go deeper. 
The detailed residual learning block is shown in Fig. 5. F + x 
operation is achieved by using a shortcut connection. The 
residual block can not only produce any extra parameter or 
computational complexity but also improve the model per-
formance remarkably.

3.5  Feature fusion

Avg-pooling layer has been proved effective in giving more 
global spatial representations and being robust to small 
transformations of the images (Boureau et al. 2010). In our 
model, the last avg-pooling layer is to achieve spatial invari-
ance and reduce model computational complexity by averag-
ing the feature vector within a spatial neighborhood. For the 
last residual block output, it could learn various mid-level 
or high-level features from different image regions (Huang 
et al. 2012; Lin and Chen 2013) and contain rich discrimina-
tive and semantic information (Szegedy et al. 2015). Inspired 
by this two advantages, we explicitly fuse these two lay-
ers’ outputs. In order to fuse those two layers with the same 

(3)F(x) ∶= H(x) − x

dimension, we flatten the two output feature maps to one 
vector and then input them to a fully connected layer respec-
tively. After that operation, we further add them together as 
one vector to enrich the semantic information. The last fully 
connected layer is a two-way softmax layer which provides 
the prediction of probability to be malignant and benign. It 
can be expressed as

where y�

j
=

∑128

i=1
xi⋅wi,j + b

�

j
 is the linear combination of input 

128 features xi , and yi is the output probabilities. Here, wi,j 
represents the weight and b′

j
 is a bias, and m = 2 . The net-

work loss function is cross-entropy, we optimize the param-
eters by Stochastic Gradient Descent (SGD).

3.6  Training process

We evaluate our model based on 5-fold cross validation 
on the selected augmentation data. The data are randomly 
divided into five same amount of subsets, each of the sub-
sets contains 20% of the entire dataset. During the training 
process, we use 4 of the total subsets to train our model 
and leave 1 subset for testing. The original learning rate 
is 1.0 × 10−3 , it decays by 1.0 × 10−4 over each update. We 
also set the dropout value (rate = 0.2) to prohibit the model 
being overfitting. The training process is stopped when the 
val-loss on the validation dataset does not decrease after 10 
epochs. The model is designed based on Tensowflow and the 
programming language is Python.

4  Experiment

In this section, we design different experiments to validate 
our model performance. We first test the influence of the 
different size of data samples, the performance comparisons 
on three stages’ extracted features are also provided to show 
the effect of different network configurations. Moreover, we 
test the influence of different depths and classifiers. At last, 
comparisons with state-of-the-art methods are conducted to 
validate the effectiveness of our model.

4.1  Dataset

The pulmonary nodule data is from the LIDC dataset 
which consists of 1010 patients with lung cancer CT scan 
images. Each of the nodule’s detailed information (coor-
dinate, diameter, texture, malignancy etc.) is annotated 
by four professional radiologists. The nodules’ diameter 
is range from 3mm to 30mm. Due to the variance size of 

(4)yi =
exp(y

�

i
)

∑m

j=1
exp(y

�

j
)

Fig. 5  The structure of residual block
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resolution, we use the spline interpolation method to make 
the spacing with 1 mm × 1 mm × 1 mm. In this study, 
we investigate the malignancy suspiciousness of the nod-
ules. The malignancy score of each nodule is annotated 
by radiologists which are rated from 1 to 5. We adopt the 
voting strategy as the final decision result. If more than 
two radiologists annotated the nodule score over 3, we 
regard the nodule as malignant. On the contrary, the nod-
ule is regarded as benign. In total, there are 195 malignant 
nodules and 158 benign nodules respectively. We discard 
the nodules which have the same votes. In order to reduce 
the computational complexity, we extract the central tran-
section of each nodule voxel, and the nodule image size 
is 64 × 64.

We use data augmentation to generate more data to 
avoid the network being overfitting. The data augmenta-
tion we used is same with previous work (Xu et al. 2017). 
Specifically, we randomly flip and magnify the image by 
zooming 0.2. The rotation is � , and � ∈ [ 30◦, 60◦ ]. The 
translation is � which ranges from − 6 to 6 voxels. At last, 
the number of malignant nodules is 390, the number of 
benign nodules is 316.

4.2  Evaluation metrics

The model performance is measured by four evaluation 
metrics during the 5-fold cross validation process. Let 
define TP, FP as true positives and false positives respec-
tively. The FN, TN denotes as false negatives and true 
negatives separately.

(1) Classification accuracy is the ratio of the correct 
sample numbers divided by the total sample numbers. It 
can be described as

(2) Sensitivity is a score which measures the classifier 
predicts true positive correctly as the true positive.

(2) Specificity is the score correctly predicted as true 
negative out of all negative samples.

(4) Receiver operating characteristic curve (ROC) is a 
graphical plot which represents the ability of the classifier. 
AUC score is the area under the ROC curve, it’s also an 
important evaluation metric to estimate the performance 
of the model.

(5)Accuracy =
TP + TN

TP + FP + TN + FN

(6)Sensitivity =
TP

TP + FN

(7)Specificity =
TN

TN + FP

4.3  Analysis on different size of samples

In deep learning task, it is a crucial issue for the size of train-
ing data samples. We first evaluate the model performance 
on different sizes of sample data. The detailed setting of 
sample data is divided into three sub-datasets: entire data-
set, twice dataset and triple size of dataset. The size of the 
original dataset is 353. We use data augmentation methods 
to augment the data to 706 and 1059, respectively. The final 
comparison of different samples is shown in Table 2. The 
result shows that adding more data could improve the per-
formance to a certain extent but not always improve. In this 
paper, we use the 706 data samples as the experimental data.

4.4  Comparison with multi‑convolution process

The receptive field of convolution plays an important role 
in learning multi-scale features. Compared with the tradi-
tional multi-stream convolution neural networks, we sim-
ply use multi-convolution with different sizes to capture the 
discriminative scale features. In this section, we investigate 
how the convolution numbers affect the final performance of 
the model. In our model, four different size of convolutions 
{7 × 7, 4 × 14, 32 × 32, 64 × 64} are adopted in the first con-
volution layer. We believe that the extracted features from 
the first layer contain much more location information of the 
original nodule image, and that information can be a crucial 
point in the nodule classification task. Figure 6 illustrates 
the results of different convolutions’ configurations, the 
first column of the graph is ResNet-18 which has the same 
structure as previous work (Nibali et al. 2017). The second 
column (No convolution fusion, { 7 × 7 }) is the designed 
model without multi-convolution design. The rest columns 
of the graph are shown the results with two ({7 × 7 , 14 × 14

}), three ({7 × 7 , 14 × 14 , 32 × 32}), four ({7 × 7 , 14 × 14 , 
32 × 32 , 64 × 64 }) and five ({7 × 7 , 14 × 14 , 23 × 23 , 
32 × 32 , 64 × 64 }) convolutions fusion respectively. The 
result demonstrates that different numbers of convolutions 
could be an important factor in improving the classifica-
tion performance of the model. Table 3 compares the final 
AUC score with different fusion configurations. Although 
the AUC score is not significantly improved by fusion set-
ting, the highest accuracy is achieved by four convolutions 
fusion setting, it also has the best sensitivity score which is 

Table 2  Comparisons with various data sizes

Datasize 353 706 1059

Accuracy (%) 84.1 87.5 86.3
Sensitivity (%) 83.2 94.1 85.2
Specificity (%) 74.2 81.7 83.3
AUC 0.88 0.91 0.90
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a critical target in clinical diagnosis. The five convolutions 
fusion strategy seems to achieve a comparable result with 
four convolutions fusion strategy. However, blindly adding 
more different size of convolutions could increase the com-
plexity of the network. In this work, we use the four convolu-
tions fusion strategy as the basic structure.

4.5  Evaluation on different depth of network

The depth of representations is of crucial importance to 
image classification. Recent research (Simonyan and Zisser-
man 2014; Szegedy et al. 2015) proves that a deeper network 
is more liable to achieve better performance. Inspired by the 
importance of depth, we conduct corresponding experiments 
to explore the relation between network depth and nodule 
classification performance. In this paper, we increase the 
network depth by adding more residual blocks. The experi-
mental result is illustrated in Table 4. It is interesting to find 
that the classification performance is not always improved 
as the depth increases. It could be explained that for the spe-
cific image classification task, directly increase the network 
depth could only gain better performance at a certain point 
but could not improve all the time. Another possible reason 

could be explained is that the training data size is limited, 
and blindly deepen the network may cause overfitting prob-
lem. We would try to collect more pulmonary nodule data 
in the future to validate this hypothesis.

4.6  The effectiveness of feature fusion

Pooling layer which has been an important part in convolu-
tion neural network structure can yield useful abstract fea-
tures for object detection and image classification. Generally, 
there are usually two types of pooling layers in convolu-
tion neural network, the average pooling layer and the max 
pooling layer. Avg-Pooling layer can efficiently attain invari-
ance of image transformations and extract more compact 
representations. Max pooling layer can be more robust to 
image scale changes. Meanwhile, with the deepening of the 
network level, the semantic and high-level features are back 
propagated which also can be crucial to image classification. 
Motivated by these two conditions, in our model we fuse 
the last pooling layer and residual block output features to 
further improve the nodule classification ability. To verify 
the effectiveness of our fusion strategy, we design differ-
ent fusion configurations to conduct the experiment. The 
comparison results are shown in Table 5. From the result, 
we find that fuse the output features from pooling layer and 
last residual block could improve the classification accuracy. 
Different fusion strategies tend to have various impact on 
the final classification performance. The best experimental 
result is fusing the average pooling layer and last residual 

Fig. 6  Comparisons with accuracy, sensitivity, specificity. a 
ResNet-18; b no convolution fusion; c two convolutions fusion; d 
three convolutions fusion; e four convolutions fusion; e five convolu-
tions fusion

Table 3  Comparispons with different convolution fusion configura-
tions

Method AUC 

ResNet-18 0.898
No convolution fusion 0.883
Two convolutions fusion 0.886
Three convolutions fusion 0.887
Four convolutions fusion 0.901
Five convolutions fusion 0.897

Table 4  Proposed model classification performance with different 
numbers of residual blocks

Method Residual 
Blocks-4

Residual 
Blocks-8

Residual 
Blocks-16

Accuracy (%) 82.0 87.5 84.6
Sensitivity (%) 85.3 94.1 87.1
Specificity (%) 78.9 81.7 82.2
AUC 0.889 0.901 0.890

Table 5  Evaluation on different fusion strategies

Method Accuracy (%)

No fusion 83.1
Avg-pooling (add) 87.5
Avg-pooling (concatenate) 82.6
Avg-pooling (average) 84.2
Max-pooling (add) 83.3
Max-pooling (concatenate) 84.1
Max-pooling (average) 83.7
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block by adding manner. It has achieved 87.5% accuracy 
which is higher than other fusion manners.

We further evaluate the performance of various average 
pooling layer configurations based on the ROC curve metric. 
The detailed result is shown in Fig. 7. From the result, we 
can see that the adding fusion strategy could achieve a minor 
AUC score improvement compared with other fusion config-
urations. That could be explained that adding features from 
pooling layer and last residual block output could enrich 
more detailed and hierarchical features to the model and 
finally enhance the classification performance.

4.7  Performance with different classifiers

The neural network has been proved a powerful tool for 
image feature extraction. Generally, most of the neural 
network structure uses the softmax or sigmoid as the final 
activation to output the classification probabilities. In this 
section, we perform extra experiments to investigate the 
influence of various classifiers on the final classification 
accuracy. We adopt another two classifiers support vec-
tor machine (SVM) and random forest (RF) to conduct the 
experiment. For SVM classifier, we use the rbf as the kernel 
function. The parameter C is optimized by grid search and 
the value is in the range [2−10, 2−5 … 25, 210] . We also evalu-
ate the influence of output feature dimensions on the final 
classification performance. We adopt 32, 64, 128, 256 output 
features as the experimental settings. The detailed results 
are shown in Table 6. It is obvious that the 128 output fea-
tures with SVM classifier achieve the best performance with 
88.2% accuracy. This is probably because the SVM classifier 
could efficiently classify the output features with multiple 
kernel trick, and implicitly map the features into high dimen-
sional feature spaces. It is also noteworthy that the different 
dimensions of output features could be an important setting 
parameter to the model performance. Overall, the 128 output 

features perform better than other parameter settings with 
the same classifier.

4.8  Comparison with state‑of‑the‑art methods

In order to benchmark the performance of our model to the 
related methods, we compare our model with some basic 
neural network structures. The first comparison method is 
the traditional convolution neural network which has the 
same structure as previous work (Yang et al. 2016). In this 
method, four groups of convolution and max-pooling layers 
extract the features hierarchically from the input image, and 
subsequently input the extracted features into a fully con-
nected layer with a softmax activation function to classify 
the nodules. The second method is ResNet-18 and related 
work (Nibali et al. 2017) on nodule classification by this 
method has proven its effectiveness. We also adopt Vgg16 
(Simonyan and Zisserman 2014) which has achieved great 
success in the computer vision field to conduct our experi-
ment. The ROC comparison result is shown in Fig. 8. From 
the result, we observe that our designed model gain a little 
higher AUC score than other classic network structures.

We also evaluate the performance of these models based 
on other metrics respectively. The detailed results are pre-
sented in Fig. 9. By using our method, the classification 
accuracy and sensitivity could be enhanced to 87.5% and 
94.1% respectively which achieve the best performance of 
these models. It is noteworthy that the Vgg16 structure’s 
performance is not as well as expected, the reason could be 
the initial Vgg16 network input size is 224 × 224 . During 
the training, we previously resize the nodule images from 
64 × 64 to 224 × 224 which could hamper the network to 
extract more global information from the original nodule 
images.

Fig. 7  ROC comparisons with different fusion strategies

Table 6  Performance on different classifiers and feature output 
dimensions

Method Dim. Accuracy (%)

FC+SVM 32 84.1
64 84.3

128 88.2
256 84.2

FC + RF 32 83.1
64 84.0

128 87.2
256 84.5

FC + Softmax 32 83.1
64 84.3

128 87.5
256 84.8
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Further comparisons are conducted with other state-of-
the-art methods on the same dataset. The detailed compari-
son results are given in Table 7. The result demonstrates that 
the proposed model could gain better accuracy and sensitiv-
ity performance than the other methods. While our AUC 
and specificity are lower than some of the other methods, 
this is mainly because these methods adopt 3D convolution 
neural network to classify the nodules. We believe that our 
model could obtain same or even better performance when 
we change our structure to 3D convolution neural network. 
Figure 10 shows the predict suspiciousness of some nodule 
samples. The higher score they get, the more malignancy 
suspicious they would be.

5  Conclusion

Pulmonary nodule malignancy classification is a challeng-
ing task due to its different shapes, sizes, and location 
variations. In this paper, we propose a novel nodule malig-
nancy classification model based on the convolution neural 
network. We demonstrate that the multi-convolution pro-
cess and fusion feature strategy could improve the perfor-
mance of nodule classification, the detailed experimental 
results have proved the effectiveness of our model. Com-
pared with other state-of-the-art methods that are evalu-
ated on the opening LIDC dataset, our proposed model 

could gain comparable or even pbetter performance. The 
further investigations will be focused on other 3D deep 
learning networks and collecting more clinical pulmo-
nary nodule data to obtain more promising classification 
performance.

Fig. 8  ROC comparisons with traditional neural network structures

Table 7  Performance 
comparisons with different 
nodule classification methods 
on the LIDC dataset

Method Accuracy (%) Sensitivity (%) Specificity (%) AUC 

(Kumar et al. 2015) 75.0 83.3 – –
(Han et al. 2015) – 89.4 86.0 0.941
(Dhara et al. 2016) – 89.7 86.3 0.951
(Chen et al. 2017) 86.8 60.3 95.4 –
(Shen et al. 2017) 87.1 77.0 93.0 0.930
Proposed model 87.5 94.1 81.7 0.901

Fig. 9  Compared accuracy, sensitivity, specificity with traditional 
structures. a CNN; b ResNet; c Vgg-16; d Our proposed model

Fig. 10  Results of pulmonary nodules malignancy prediction and the 
p-value below each image means the probabilityp of being malignant
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